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Preface

Economic growth on spaceship Earth

The metaphor of Earth as a spaceship—made famous by KenaeltiBg (1966) —helps to
bring home the obvious truth that we live together on a plavitt finite resources. Furthermore,
inputs from beyond the Earth—such as the flow of energy fragrstin—are limited, and there
are enormous obstacles to resource extraction from otheefd, let alone their colonization. The
necessity of living together on the finite surface of the Eattggests the need for cooperation and
fairness, as emphasized by George Orwell in ‘The road to WWRjar’!

The world is a raft sailing through space with, potentigilgnty of provisions
for everybody; the idea that we must all co-operate and siéhat everyone
does his fair share of the work and gets his fair share of thégons seems so
blatantly obvious that one would say that no one could pbs&ld to accept
it unless he had some corrupt motive for clinging to the presgstem.

On the other hand, Kenneth Boulding focuses on the neceskitye careful use of the finite
natural resources available to us, and the avoidance ahfpalr own nest with pollution. In this
book we follow Boulding by focusing on resource use and piafurather than cooperation and
fairness. Boulding describes the transition in the humaagimation from the idea of the frontier
economy in which scarcity is only ever local, to the idea ahgll limits. We aim to understand
both the ‘frontier’ and ‘spaceship’ phases of developmenpart of a single long-run process;
even when we have the mindset of the frontier, we are alreadl@spaceship.

This book thus concerns the development of the global—shdze-economy in the very
long run. How can we make sense of the changes in the humaomgahat we have seen of
the last couple of centuries, and even the last 20000 years# light of our explanation of the
past, what future scenarios are possible, or indeed likebarding long-run global production
of goods and services, given the finite nature of the Eagatural resources, and the inflow
of energy from the sun? Furthermore, what policies are @¢dbie in order to achieve desirable
long-run outcomes with regard to (sustainable) long-rwdpction and the quality of the living
environment? Over the last 100 years and more the world hagsged economic growth which
is not only uniquely rapid, but also astonishingly steadan@his increase be maintained, and
if it is maintained, will that be at the expense of the quatifythe Earth’s environment or other
species?

Questions regarding management of the economy

There are many relevant questions that could be raiseddiegeeconomic growth on space-
ship Earth. Consider the following three.

(1) (a) What is desirable?

(b) What is feasible?

(c) What is optimal?
The first question might be asked by a philosopher. What cheniaes a good life? What charac-
terizes a good society? What characterizes a good soclétgtmto account not only the people
(and animals, plants, etc.) of today, but also those of thed® There are manyftirent ideas
about a good society. A couple of famous ones are those @htiihism and Rawls. According
to utilitarianism we should strive to maximize utility, wihi is typically considered as the sum
of individual utilities. Utility may be a function of variaufactors; in economics we typically
focus inconsumptioras the key to utility. Somethingfderent utilitarian measures generally have
in common is that they areonsequentialistthat is they measure the rightness of actions and
more general moral rules according to their outcomes, \uittbest actions leading to the greatest

1orwell (1958), p.203. Available atttps://archive.org/details/roadtowiganpie®Qorwe.
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2 PREFACE

sum of utility. A fascinating and deep analysis of issuesarding morality and choicedfact-
ing the future is Derek ParfitReasons and persoAsHe subjects standard utilitarian reasoning
to a searching examination from which it emerges severehetsal. If for instance we should
maximize happiness, is it better to have 100 billion peoptatshing out a living but enjoying a
tiny bit of happiness each, or 5 billion genuinely happy ge8pAnd what responsibilities do we
have to future generations since our specific choices letigttocreation? (If we had done things
differently, diferent people would have been born.)

According to Rawls (1971), good moral rules (or indeed rditeshow society is run) are
rules which would be chosen by the citizens of that societlydf/ had to make their choices from
behind a ‘veil of ignorance’, a veil which prevented eactyptdrom knowing anything about their
own position in that society (i.e. whether they would be rictpoor, or have high or low status).
Rawls claims that—when faced with a choice from behind thie-veve would choose moral
and social principles based on liberty, equality of oppoitit and help for the least advantaged.
In an intergenerational context—where the veil prevenfsara knowing into which generation
we would be born—these principles translate into equalfitypportunity across generations (so
future generations should not be denied opportunitiesakadtave, and vice versa), and also help
for the least advantaged generations, so we should workbaedp the poorest generations rather
than the richest. If we assume that global growth will camyiredefinitely this implies that we
should look after ourselves, at least in a material sensegduture generations will be richer!

The second question from our list—what is feasible—mighasied by an engineer. Once
a feasible solution to a problem has been found, the engiiggt be satisfied. Or, if there is a
limit on the budget, the problem might be to find a feasibl&soh within budget. This brings us
to the third question, what is optimal. This is of course tlassic question asked in economics,
where we seek not just general rules or to rank alternatiteootes, but also specific ways of
organizing society (including production and trade of goadd services) which lead towards the
optimal’ allocation of resources.

How do we know whether an allocation is optimal? Clearly weda criterion, and the
criterion typically used in economics is utilitarian: we mtado maximize the sum of utility or
(more generally) expected utility. But how to measuretyfliEconomists typically assume that it
is an increasing function of consumption. Furthermore, wght future utility lower than current
utility, typically by discounting exponentially. Then wave

maxz Uh,
h

where uh= Z u'(c)B.
t

Here we have a set of discrete time periods indexet] by is the net present value of the utility
of householdh, u'(c;) is the instantaneous flow of utility in perigdands is the discount factor
(which is less than 1). The reduction of utility to consuroptis of course highly controversial
outside economics, but most economists take it for gramtedhermore, we also tend to take for
granted the assumption that all households at a given timglantical (or can be treated as such),
which is typically made in order to increase the tractapitit macroeconomic modefs.

A utility function can help us to rank alternative optionst how do we know what options
are available? In order to know this, we must understand t@vetonomy works, and how
it can be controlled or managed. To build up such an undatstgnwe use highly simplified
models which describe the agents in the economy (such agteergnent or regulator, firms, and
households), their endowments (what they own), and thent#ogy (what possibilities there are
to produce outputs using available inputs). Given such aeined can tackle questions such as
the following.

(2) (a) What would happen given laissez-faire?
(b) What would happen given business-as-usual (b.a.u.)?
(c) What would be theféect of regulations such as high taxes on fossil fuels, ongtro
support for research into renewable energy?
(d) What would asocial plannerdo?

2parfit (1984).
SNote that economists can (and sometimes do) use a Rawlgiariorr in which the aim is to maximize the utility
of the least well &, themaximincriterion:

max{min{ug, Uz, .., Un}}.

This states that we should maximize the smallest memberec$eh of utilities, i.e. we should concentrate ofiogs on
ensuring that the least welldndividual increases their utility.
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(e) What should aegulatordo?

The first three questions relate to what happens in the ecpnader diferent circumstances.
Question 2(a): what will happen in the absence of reguldiipgovernment? That is, what will
happen if the government allows all agents to do what theywithout imposing rules or taxes,
except the rule of law (implying for instance the protectmfnprivate property or the right of
individuals to own things). Question 2(b) is about the fatir case the government continues to
apply the policies which it currently applies, no more andess, and the 2(c) is about thffect
of specific policies.

Questions 2(d) and (e) are more subtle, since to answer theemeed to be able to predict
the future and then choose between alternative optionssti@ue?(d) presupposes the existence
of an agent who has the power to fully control the allocatibregsources in the economy without
the need for regulatory instruments; all other agents sindpl as the social planner instructs
them. The planner is (fortunately) benevolent, i.e. shetsvtire best for everyone, she wants to
maximize the sum of utilityJ. What would such a social planner do, how would she allocate
resources? Would she, for instance, instantly cut fossil-éxtraction? Or would she invest
massively in research into alternative energy sources?eltan work out what our imaginary
benevolent dictator would do, this gives us a yardstickragjaivhich to measure the results of our
efforts to manage the economy through regulation (emissioms tdechnology standards, etc.),
i.e. a yardstick which helps us to answer the question 2(eyv tlose can we get to the allocation
in the planned economy?

Macroeconomic methodology

Having discussed the types of questions normally tacklestomomics, we now briefly dis-
cuss neoclassical economic methodology in general, ancomemnomic methodology in particu-
lar. In neoclassical economics we build precisely definedeheconomies in which it is possible
to calculate outcomes exactly, both given laissez faiee fio regulatory intervention), and given
interventions such as the application of taxes or commamtdeantrol regulations. We then use
these models to draw conclusions about how real economids amal are likely to develop or
react to regulatory interventions. In macroeconomics ogu$ is on the economy as a whole
rather than a specific set of firms or markets.

The precisely defined models of neoclassical economicsistomfssets of equations. The
models are generally very drastic simplifications of realrexmies: it is common for instance to
assume that only one type of good ever gets produced in a reodebmy, and furthermore that
there is only one type of labour. Some of the single good iseored, while a proportion is kept
back by firms in the form of capital to help in further prodocti It is then natural to ask whether
we can ever use such models to learn anything of importarmat abal economies?

If a highly simplified model is to teach us about the real eeconoit seems reasonable to
suppose that it should be through a similar mechanism tdthatich a parable teaches us about
life. A good model helps us to organize our analysis of theneawy, and allows us an insight
into how the real, complex economy works, and how it is likelyeact to changed circumstances
(such as shortages of raw materials, or the introductiontakaon fossil fuels). The point can
be made more explicitly through a caricature of hoet to do macroeconomics. Consider the
aggregate data shown in Figure 4.4. The data are consistdnawnodel in which long-run
expenditure on metals and primary energy is a constanidraof global product. Furthermore,
the following aggregate production function is also cotesiswith this result:

Y = (ALL)*P(ARRY, (PF)

where A, is labour productivity,L is labour, Ag is resource productivityR is the quantity of
resource input (pricer), andg is a parameter less than 1. It is straightforward to showgivahn
perfect markets (so pricemarginal revenue productirR/Y = 3, i.e. expenditure on the resource
is a constant fraction of total product. Having noticed phigperty of the function, therongthing
to do is to draw the conclusion that the production functiBR)(is an appropriate description
of production in the economy, and to use this to predict tfiece of policy interventions. A
prediction which would follow from this is that there is noipbin boosting energy{&ciency
AR to try to reduceR, because rises iAr cause fective energy inputdrR to become cheaper,
causing producers to use more energy, negatingffeete

Why should we not draw the conclusion that the productiorction (PF) is an appropriate
description of production in the economy, and use this tdipté¢he dfect of policy interventions?
There are many flierent ways to answer this question. Perhaps the simplebaisme have
no evidence that (PF) is tteorrect description of the economy, or even close to being correct.
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All we know is that it can match one subset of aggregate dataerel are likely to be many
other functions or models which also match the data, but kivhiay give completely dierent
predictions concerning thefect of boostingAr.

In order to have any confidence in our model we need much maderee regarding its
suitability as a description of the economy. In particularegonomists we want our model to
include amicroeconomic mechanison microfoundationsthis is a mechanism through which the
behaviour of individual agents—behaviour which can be &xgd as a result of the incentives
faced by these agents—Ileads to the observed aggregatétigsaard trends. Furthermore, we
need to see evidence that this microeconomic mechanisnfastirelevant to the case in hand. For
a famous statement of the case for microfoundations— oigpasrthe casagainstpolicy models
without microfoundations—see Lucas (1976). According tds, we cannot expect to predict
the dfects of a policy experiment based only on patterns in agtgdgatorical observations,
because the policy experiment will change the rules of thmegand therefore the old patterns
may no longer apply. We must instead understand the ruldseadame and how it is played—
in economic terms we must know agents’ preferences, thentdobies available to them, what
resources they are endowed with, etc.—in order to undetstad predict theféect of a policy
intervention. This book is largely concerned with this esnd®ur.

This book

This book is based on economic analysis. However, this doempan that we accept the
economist’s habit of equating utility and income. Instead,focus primarily on questions 2(b)
and (c) above—what will happen under various scenarios-s-tbaveniently obviating the need
to explore the more dicult questions 1(a), (b), and (c). It turns out that predirtihe future is
quite hard enough as it is.

We will also consider 2(e), policy, but based on goals whigh exogenously determined
(such as reducing CQemissions) rather than calculated within the model. Faaimse, when
considering climate policy we simply assume that societydecided (in its wisdom) on a goal
of drastically reducing C®emissions, and investigate how best that goal can be achigbeis,
again, we avoid dficult questions about optimal overall choices, and focus orertimited ques-
tions.

Our avoidance of questions such as 1(a), (b), and (c) implipsactice that we avoid some
huge and important debates within the fields of economicsasthinability. One such debate is
that about the appropriadiiscount ratdo use when assessing public policy, a debate made famous
by the report of Sir Nicholas Stern (2006) for the UK Treasamyhe economics of climate change.
More generally, in the main part of the book we ignore thedssiintergenerational equity and
justice completely. However, in the concluding chaptersowsaden the discussion somewhat.

We almost completely ignore problems linked to the fact thate is no one global gov-
ernment, but rather a collection of states which are veffgint from one another: they have
different economies, fierent values, and alsoftirent endowments of natural resources such as
fossil fuels. This leaves individual states that wish togpera cleaner, greener global development
path with a much more complex problem than that which woute fa global government; they
must either seek international agreement, or—if they aitatenally —they must weigh up both
the direct éfects of their actions on the global environment, and alsdnttieect efects via the
effect onothercountries actions. Thes&ects may be in the opposite direction to that desired, a
form of rebound &ect.
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CHAPTER 1

Technological progress and the human takeover of spaceship
Earth

1.1. The expanding choice set

The story of modern humans (Homo sapiens) and their takexivgpaceship Earth is the
story of technological progress and its consequences. Dwallion years ago the first human
species evolved, and learnt to control fire and make storle.tdéor most of the intervening
period technological progress was minimal. Various hunpties existed and spread throughout
Eurasia, but they did not have a dominant position in theyesstems in which they lived; they were
neither top predators nor a major influence on plant life. Amer numbers and biomass were
modest compared to many other species.

Within the last 100000 years all this has changed, as Homssfthe species which
emerged around 300000 years ago) developed the abilityojeecate in large numbers and tran-
scend the limits imposed by a strictly genetic evolutionpf8ementing the—relatively glacial—
genetic evolution we now hawiltural evolution, the development of new ways of understanding
the world, communicating, and behaving. Part and parceiiefdultural evolution is technolog-
ical progress, where | say ‘progress’ rather than ‘changealnise | mean the ability of humans
to manipulate their environment (both physical and biatad)ito deliver desired results, and this
ability has increased over time; note that the ‘desiredlit&sould be anything from a warm and
dry place to live, to a thermonuclear explosion. In the laagpiof economic modelling, techno-
logical progress expands the choice set available to humans

1.2. Three alternative choices

Many animal species use technologies, for instance bujldasts and hives. And there are
also many examples of animals learning behaviours andrgpdgm on between individuals and
over generations. A famous example is blue tits learningéalbthrough the aluminium tops of
milk bottles to get at the cream, as the bottles stood on 2itucy British doorsteps (see citealp
asl3tits and httpgwww.britishbirdlovers.co.ylarticlegblue-tits-and-milk-bottle-tops). Early in
the 20th century milk was placed on British doorsteps in opettles, and blue tits and robins
learnt to drink the cream which rose to the top. However, wtheanaluminium tops were applied,
only the more social tits (rather than the territorial rad)itearnt to break through the tops and
get at the cream, the reason being that individual robinsdmovered the trick did not pass the
knowledge on to other members of the species, whereasgfikditHowever, the discovery by the
British tits was not one of a series which led to them furthgtheir cooperation, outcompeting
all other birds, and together ruling the roost. The discpveas instead an isolated incident, and
the practice died out with the increasing popularity of skied milk (no cream) and the decline
in doorstep deliveries.

Technological progress within a species increases thecelsst available to that species.
There is of course no guarantee that the choices made widlase the wellbeing of that species;
for instance, as mentioned above humans may use their tafttioeir environment to make
small bits of it dramatically warmer and drier and hence numefortable to live in, or to blow
large areas of it up with thermonuclear bombs. How can wegoaitee or analyse the choices
available? What choices have we made in the past? And whiavevithoose in the future? To
get a handle on these questions, we return to the tits. WtahdiBritish population of blue tits
do with their new-found ability to take the cream from milkithes? Let us assume that the cream
provided an easy and steady source of nutrition for the bifis discovering this source, they
could hypothetically have reduced the total amount of titreytspent foraging for food (work)
and increased the time spent on leisure activities suchragaout in the local oak tree chatting
to their friends. Alternatively, they could have contindedpend as much time working as before,
but increased their consumption of goods. They could hatengaore, or diversified into other
goods, perhaps making larger and more elaborate nestdlyFthay could have used the extra
food supply to increase their reproductive success, andeh@nincrease the total population of

7



8 1. TECHNOLOGICAL PROGRESS

tits. In this scenario they continue to show similar patteshbehaviour, but the extra food allows
them to better survive tough periods (e.g. winters), giegrtbhicks more food, and to raise more
or larger broods. So we have three (potentially overlappiategories: increase leisure, increase
consumption, and increase reproductive success.

The theory of evolution tells us unambiguously that thewiils use their newly discovered
food source to increase reproductive success. The titgihelr patterns have evolved to maxi-
mize reproductive success, and the discovery of the extiigource will not change that. Hence
the dfect will be—over time—an increase in the population of tésthe expense of humans
(who lose some of the cream from their milk) and quite pogsiblthe expense of other species
who compete with tits, for instance for nesting sites. Ondtteer hand, blue tit parasites and
species that live in symbiosis with the tits will benefit.

Humans have transcended evolutionary imperatives to adatgr extent than blue tits, hence
there is no simple rule or theory which tells us how we humaifisise the power given to us by
a new technology. However, the three categories abovetrégisonsumption, and reproductive
success—are useful, and we can draw some general condudifmto around 1700 CE, the
dominant use of our increased power was to increase reptieesaccess; we denote this phase
Malthusian In the majority of developed economies today, the poweeof technology is mainly
used to increase consumption, a phase weamalsumerist In the future, the trend towards in-
creased leisure—which has been clear but weak in the dea@kgnomies over the last century
—may become more important, and could give rise to a ‘tedpiatin which technology allows
us to combine leisure, consumption of material goods, agh énvironmental quality (including
respect for other species).

1.3. The Malthusian phase

In a pure Malthusian model we can think of Homo sapiens’ répctive choices as being
driven by biological rather than cultural factors. Henceswimew technologies allow sapiens to
extract more goods (more food, better shelter) from a givea,ssapiens’ reproductive success
increases, and the population of that area increases. dfortine, when new technologies allow
sapiens to colonize new areas which were previously inltetslgi, the total population increases
as the colonized areas are populated.

Over most of the Malthusian period we can assume that thefagehnological progress is
slow compared to the adaptation of the population leveleaiw possibilities opened up by each
technology. For instance, the invention of clothing—ptalgaround 170000 years ago, and the
sewing needle—at least 50000 years ago—would have sigmtiffdacreased sapiens’ ability to
colonize new areas. These inventions were separated byagid@® 000 years, but given the right
technology sapiens colonized entire continents (such ahad South America) in a matter of a
few thousand years. A consequence of this, as we see in Figuris that during the Malthusian
period humans were unable to get very far ‘ahead of the cuihweugh technological progress,
by which | mean that each new discovery gave only a shortipexiod of plenty before the gains
had been eaten up by an increased number of hungry mbuths.

Perhaps the most dramatic technological breakthrougheoMalthusian phase of human
conquest of the planet was the invention of agriculture {kmas the first agricultural revolution
among other things), which occurred independently in maegsof the globe, but first around
12500 years ago in what is now the Middle East. Prior to thisition, humans were exclusively
hunter—gatherers. Agriculture allowed humans to extiactrfore food from a given area of land
than could be achieved through hunting and gathering. Himitéaly it would have seemed like
a win—win option: combine some agriculture with hunting ajadhering, and have more food
while retaining the benefits of the traditional lifestyleciuding a varied diet and tasks. However,
where agriculture was adopted population expanded rafiidiyigh the Malthusian logic, forcing
a complete transition to agriculture and making a returrutating and gathering impossible!

So technological progress allowed Homo sapiens to ‘beffiusind multiply’ during the
Malthusian phase which accounts for the vast majority ofpiagod since the emergence of dy-
namic human cultures around 70000 years ago. But what wastdwt of humans (and specifi-
cally homo sapiens) on spaceship Earth during this perioa®ivé period of harmony and respect

INote that we call the phase Malthusian. The name is deriv@d ffhomas Malthus, and in particular his bobk
essay on the principles of populatiofirst published in 1798. He argued for the existence of pedgithe mechanism
captured in population model: that increasing produgtifriom a fixed quantity of land leads to increased populatiod a
not increased income per capita. Hence humanity is pernigr@mthe borderline of survival, and the natural tendency
for population to increase must be checked by death causdiségse, starvation, or (perhaps) self-control.

2The discussion of this section owes a loSapienscitethararil4.
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Log scale, normalized
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Average yearly production per capita
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Ficure 1.1. Global product and population, historical (data froradBDelLong).
Both variables are normalized to start at zero. Populatiowg by a factor of
approximatelye®, i.e. about 150. Average yearly production per capita iselo
to 100 USD throughout.

for nature? Or were humans too few and feeble to inflict serdamage on other species and the
global environment? The answer to both these questionsgsainding ‘No!” Pre-industrial hu-
man populations wreaked havoc on spaceship Earth, in pkaticausing the extinctions of many
of its most spectacular animals.

Homo sapiens evolved in Africa, thus co-evolving with thegefauna of that continent which
thus learnt to cope with sapiens predation. We then expanttedther areas, wreaking ecological
destruction on the unsuspecting species wherever we wapie!s arrived in Australia around
47000 years ago, and the population of megafauna collapsgd@eriod from 45000 to 43100
years ago (van der Kaars et al., 2017). The same patterrdategpover and over again for islands
from Tasmania (41000 years) through North and South Am€(id®00 years), New Zealand
(700 years), and the Commander Islands just 250 years agbeFuore, the expansion of sapiens
went hand-in-hand with the disappearance of other humariespguch as Neanderthals and Homo
floresiensis.

Was sapiens’ expansion out of Africa an ‘ecological dis&t€here are of course no objec-
tive criteria on which to judge such a statement. Clearlyaswa disaster for the species wiped
out by sapiens, but on the other hand other species (sucbses\hith a symbiotic relationship to
sapiens, such as wheat) thrived. And there is little evidehat these extinctions were a disaster
for humanpopulations; having wiped out the megafauna, humans monéd other sources of
sustenance. Indeed, if humans had been dependent on théaoregthen the extinctions would
probably not have occurred, since declining megafaunaljgropulations would have led to de-
clining populations of the predator (sapiens), and hencérdieg hunting pressure. We return to
this in the economic models of Chapter 2.

Megafaunal extinction was a blip rather than a catastrophé&dman populations because
they could hunt other animals, but also because they hadt#raative of gathering food, and
(later on) agriculture. Agriculture also allowed the fimtje permanent settlements, leading to an
acceleration in cultural change and technological devetaqt, development which went hand-in-
hand with the development of money, markets, and the cegtisistem, ultimately ushering in
the consumerist phase.

1.4. The consumerist phase

In a consumerist model reproductive choices are drivenlypbsecultural rather than biolog-
ical factors, and there is no direct link between technaalgdrogress (allowing us to increase
our control over the environment and therefore extracttgrfibows of goods and services) and
population®

Figure 1.2 shows the global increases in per-capita pramtuend population over the last
200 years. Growth in total global product is simply the surtheke two curves, hence we can see
that the contribution of per capita increases is greaterti@ contribution of population increases.

SWe thus ignore research showing that, for instance, fgrtilhoices—and hence long-run population trends—are
influenced by economic factors, as argued by Barro and B£&R&9).
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Ficure 1.2. Global product and population, modern (data from Msoldi
(2010) and US Census Bureau).

More importantly, as more and more countries complete theodeaphic transition over the next
50 years we expect the population curve to lev&l whereas there is little evidence to suggest
that average GDP per capita will stop growing any time soon.

Recall that in a pure Malthusian phase all humans consunyevdmdt they need to survive,
mainly food and shelter. This was a decent approximatiomfost societies up to 1700, although
typically there was a small elite which captured a signifiqanoportion of the production of the
hoi polloi and therefore had per capitaincomes way beyorat triey could spend on reproductive
success. In the consumerist economy it is instead the casththvast majority of the population
have sifficient income to achieve a higher rate of reproductive sgcttem that which they actu-
ally choose. The result is that consumers are faced with &hgf choices to make: what should
they do with their surplus income, after covering their baseds? Clearly, they will not simply
consume more of the same goods which were chosen in the Mutheconomy, i.e. staple foods
and a roof over the family’s heddShould they consume more meat? Or clothing? Or pay for
education for their children? Or travel? Furthermore, ribtd income itself becomes a choice
variable: in the pure Malthusian economy everyone worksaad hs they can in order to feed
their family. However, in the consumerist economy we haeedtion to forego consumption for
the benefit of increased leisure.

A further dilemma facing agents in the consumerist phaseig fmuch to save, with this
saving translating into investment on the production sidth® economy. In the pure Malthusian
economy with a more-or-less fixed set of technologies fodpetion, saving simply has to be
suficient to ensure that there are seeds, tools, and livestodkédollowing year’s production.
However, in a consumerist economy (typically based on aalgtisystem of production), agents
have an incentive to forego consumption today in order to @derest and thus consume more
tomorrow. And producers have the opportunity to borrow nypakbowing them to invest not just
in maintaining their stocks of capital goods (replacing mvout tools), but also in upgrading to
more modern capital goods. And they may even choose to invelsveloping completely new
capital goods or production processes, thus contributingahnological progress.

The implications of these choices—regarding labour sypmnsumption patterns, and in-
vestment—are immense, both for humans and our fellow tergebn spaceship Earth. From
Figure 1.2 we can readffothat global product per capita has increased by a factor afrat
€?5 = 12 over the last 200 years—the value of what the average lgtiitzeen produces today is
around 12 times greater (in real terms) than the value of Wizdtitizen produced 200 years ago
—so0 the vast majority of our consumption (and productionliseretionary, we are free to choose.
And the significance of our choices is immense. Consider baice of what to eat. Agricultural
production covers approximately 43 percent of global larasen(excluding areas of desert and
ice), hence it is by far the biggest determinant of the fatetbér terrestrial speci€sOf this area,
83 percent is used to produce animal products—includingsaused for growing crops which
are then used as fodder—which yields just 18 percent of tlugiea. Clearly, if we all switched

4This has been well known for over a century. Note for instaBngel’s law, which is that as income rises, the
proportion spent on food declines. See Engel (1857).
5see for instance Poore and Nemecek (2018) for a recent analys
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to vegan diets we could free up a very large proportion of glltdnd-mass for animal and plant
species other than wheat, corn, soy, and cattle. Reganaiegtiment, consider the energy sector.
Given suficient investments in alternative sources of power we cooldexe a massive fall in
global CQ (henceforttcarbor) emissions to the atmosphere within a decade or two, wittheut
need for significant changes in consumption patterns. Etntbre, investments in technologi-
cal progress within these alternative energy sectors woeiliikely to reduce the costs of such a
switch significantly.

What choices have we made over the last 200 years? The fingttthhote about our choices
in the consumerist phase is that we have only increased iguréetime to a relatively modest ex-
tent, which is the reason why we denoted this phase the caritiphase. Secondly, throughout
the consumerist phase we have actually put a large and Bioggaroportion of our productive ef-
fort into investment in knowledge, rather than into makingsumption goods. The vast majority
of this investment is, however, intended to allow us to makeeor better consumption goods in
the future. This investment allows each worker to producesigerage) a greater value of goods
in a day’s work. Furthermore, in many cases it allows us todase the productivity with which
we use materials and primary energy sources, allowinggreabduction of goods from the same
physical inputs. For instance, given a megajoule of pringargrgy in the form of coal, we can
produce a lot more lumens of artificial light today than weldan 1800, and we can transport the
same load a lot further. Ultimately—apart from environna@aind sustainability benefits—this
knowledge helps us make more consumer goods, becauseiisrtpht fewer of us are needed in
the mines extracting and processing natural resources.

So our investment in knowledge (and capital) and modeseasas in leisure time have al-
lowed us to increase our per capita consumption dramatic&hat have we added to basic
foodstuts and shelter in our consumption basket? Broadly we can saythductive &ort has
shifted from agriculture, to manufactured goods, and thesetvices. However, note that there is
a close relationship between many services and manufaajoals; one of the biggest categories
of services is transport! Looked atfidirently, we have shifted our consumption patterns into ever
more resource- and energy-intensive goods. Within the $eatbr, we consume more and more
meat, and particularly beef, requiring the largest lana dfer feed production and grazing) per
calorie produced of all the major meats. Turning to transpee demand to be transported ever
greater distances at increasing speeds, and (with regamhtbtransport) in heavier and more
powerful vehicles.

So we have the ability to make goods and services (food,helegs, transportation) using
less labour and also smaller flows of physical inputs suchedalsiand energy. We have continued
to pump in labour, thus leading to rapid growth in GDP per @affrigure 1.2), and delivering a
large amount of discretionary consumption. Figure 1.3 shthvat the net fect of changes in
productivity and changes in consumption patterns is theduece and energy use have (broadly)
tracked global product over the past century and beyond @ve kata going further back for
energy). This implies that the amount of metal and primagrgynused per unit of value produced
has remained unchanged; puttdiently, the éiciency with which metals and primary energy are
used in the production process has not—on the aggregataeaged. So the combinefect
of the two factors discussed above—changes in the prodtyatfvmetals and primary energy in
making given products, and shifts in the pattern of prodpiisuced and consumed—has been to
leave total resource and enerdji@ency almost unchanged, implying steep increases in resou
and energy use. Given the finite nature of the stocks of phlysésources on the spaceship,
and the fixed inflow of sunlight, these trends raise questairauit long-run sustainability and
intergenerational equity which we address below.

If metals are abundant, and energy can be obtained from thettsel trends in physical re-
source consumption might not be a problem. However, theipiofi linked to the large-scale use
of resources is undoubtedly a problem. Over the last centerjrave emitted pollution to the
atmosphere which has caused brain damage in our childrersiaggering scale (lead), partially
destroyed the upper atmosphere’s ability to filter out dantagltra-violet radiation (CFCs), acid-
ified soils and waters over vast areas thereby severely daghfayest and aquatic ecosystems
(SO, and NQ), and significantly altered the global climate (&@H,, etc.)® However, by con-
trast to the aggregate resource data of Figure 1.3, thetjpolldata show that steep rises in pol-
lution emissions (often steeper than the rise in GDP) aendtillowed by even steeper declines;
in Figure 1.4 we see this pattern for sulphur dioxide emissim the UK, and CFC emissions
globally. Thus is seems that some factor which does not appdjobal resource use does apply

8For more on these pollutants and their regulation see vamristt al. (2003), Sunstein (2007), Ellerman et al.
(2000), and Stern (2008) respectively.
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Ficure 1.3. Long-run growth in total consumption compared to gtointtotal
global product, for (a) Metals (tons extracted), and (byfary energy from
combustion (joules burnt). GDP data from Maddison (2016} metals data
from Kelly and Matos (2012). For energy data sources see(@@aiti8a).

to national (and sometimes global) pollution emissionsll Wis factor lead to declining flows

of all pollutants in the long run? And will it (assuming it ei$) lead to a decline in global car-
bon emissions precipitous enough to avoid catastrophi@adas? We return to these questions—
closely linked to the environmental Kuznets curve hypdsiesn Chapter 8.
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Ficure 1.4. UK Sulphur emissions compared to total UK GDP, and dlGF&
production (CFC11CFC12) compared to total global product. Sulphur: both
normalized to zero in 1956, the date of introduction of thstfof a long se-
ries of regulations restricting emissions. CFCs: both radized to zero in
1987, the date of signing of the Montreal protocol. Data: Madn (2010)
(GDP), Stern (2005) (Sulphur), AFEAS (CFCs). AFEAS datadloaded from
httpy/www.afeas.orffata.php, 9 Nov. 2014. Two anomalous points in the sul-
phur data have been altered.

1.5. Managing the future — A technotopian phase?

The consumerist phase has been characterized by rapidgndixmy natural resource use,
and ever-increasing dominance of humans over the globalystem. However, it has also seen
the gradual development of institutions to manage theces of the economy on that ecosystem.
Adam Smith (1776)—with his famous metaphor of the invistd@d —argued that privaterts
to earn income for personal gain promote the interests aégoand this insight has evolved into
a fundamental result of welfare economics, that given perfearkets with rational individuals
making decisions based on self-interest, no-one can be inettier ¢t without someone else
being made worsefb(the First Welfare Theorem). But theory (developed by Pig@®20) among
others) and evidence regarding polluting emissions aridrégulation shows that private choices
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must also be tempered by regulations when there are negatiemal &ects, i.e. when choices
by one agent lead to negativerts on others for which the agent does not have to pay.

The ultimate aim of economic analysis is to find better waysnahaging the future. In
order to better understand how to manage the future of tHeageronomy, we first try to under-
stand what lies behind the choices we have made during threunwerist phase described above.
Based on such an understanding we can draw tentative caorcdusbout what policy actions are
required today and in the future, and what the trajectorheidconomy may be given their imple-
mentation. Given a single externdfect—pollution damages—the policy problem is typically
rather straightforward, although even here intractab&blems arise when aggregate polluting
emissions are damaging but it is costly to measure the tonitvn to those emissions of individ-
ual agents such as households and firms. Furthermore, ifdhal @conomy there are typically
multiple external &ects, including due to the existence of transboundary faoits and knowl-
edge externalities.

Here we mention two key underlying trends, both based ondberaption that technological
progress continues. The first is that, given continued telcigical progress and hence an increas-
ing ability to manipulate our environment to deliver dediresults, we will increasingly prioritize
higher environmental quality relative to consumption ofrtam-made goods and services. The
reason is straightforward: when technology is primitivel are have little control over our en-
vironment, environmental quality is typically high and #@nditions for non-human species are
good, whereas our consumption of human-made goods andagrigi meagre. As technology
improves we therefore prioritize the former over the latterd environmental quality declines
while consumption increases. However, as consumptioe#&sas we care more and more about
environmental quality, and therefore we tend to ensureltbtt increase over time. Since damag-
ing effects of our actions on the environment are typicalyernal(in an unregulated market we
can emit pollution without having to pay for the damage)s thift is inextricably tied up with
regulation of the actions of individuals and firrhs.

The second underlying trend linked to continued technalagirogress regards the balance
between the supply of labour (also linked to production asmtsamption) and leisure time. When
technology is primitive then (in a Malthusian economy) wewdbexpect humans to have little
leisure time, and low consumption: we spend almost all ofamailable time producing siicient
goods and services to survive and reprodudewe move out of the Malthusian economy and
start to deliberately control our reproduction then we camd(do) move into a state in which
our production of goods and services per person is greaerwhat is needed for survival and
reproduction, and we face a decision regarding how muchulalocsupply. The more labour each
individual supplies, the less leisure time she has. On therdtand, when we supply more labour
our income increases and we can consume more. And at thegadggitevel, when total labour
supply increases then aggregate production, consumpiiahinvestment increase.

It is not obvious what the long-run trend in labour supply Whdbe. Given consumption
greater than the minimum to satisfy basic needs, we woulelysexpect people to choose at least
some leisure time (at the expense of some of the ‘excessuogption). Furthermore, we might
think that as technology improves at least some of the paldygnefit should be realized in the
form of increased leisure, rather than all of it being dewidao increased consumption. The
data shows very slow and uneven (both across countries ardime) increases in leisure time
over the last century; the vast majority of the potentialéfirof improved technology has been
dedicated to increased consumption rather than increagedé. In the last part of the book we
analyse why this might be. One possible reason is that ptveugfort by one agent generates
a negative externality for others, because the first agaigiser income (and therefore higher
consumption) makes the other agents feel poorer and hehowafstatus. To the extent that our
choices are driven by the pursuit of higher status rather kigher consumptioper se we will
never be satisfied by higher aggregate consumption, and@ritinue to prioritize labour over
leisure {nter alia worsening environmental problems). Furthermore, if weld@oordinate and
agree to chill out a bit more, every agent’s utility could grttially increase, at the same time as
environmental quality and conditions for other speciesrimpd: technotopia.

"Whether or not this increasing prioritization of envirormited quality will extend to non-human species is an open
question.

8Note that it is frequently claimed that people in pre-adtimal hunter—gatherer societies had a lot of leisure time,
which seems to contradict the Malthusian idea. If they diked have a lot of leisure time, a possible explanation is
linked to the inability of hunter—gatherers to save andstvié the population is constrained by conditions durirautgh
times’ when there is no leisure time, then in the remainingpjtimes’ there could be a lot of leisure time even though
population is at its maximum sustainable level given thélabk technology.






CHAPTER 2

Malthusian growth

In this chapter we develop a model of a Malthusian economig teithnological progress
linked to population growth given a resilient ‘spaceshipvieconment. We go on to consider ex-
tensions and variations in which the environment and ofeties are included more explicitly, al-
lowing for the possibility of ecosystem collapséféeting humans), or extinction of other species.
The Malthusian phase of sapiens’ planetary takeover isivela straightforward to model eco-
nomically, especially if we assume a resilient ecosystenchvbapiens gradually learns to control
more and more tightly. In a purely Malthusian model humamgp$y meet their basic needs, which
remain the same over time. Furthermore, deliberate invagtin generating new knowledge is
minimal, and technological progress can be treated as ltiakeg to the total human population,
but not linked to specific incentives to perform researcheWtve add ecosystem dynamics then
things get more interesting, and we can investigate the arésims behind megafaunal extinctions
(as do for instance Bulte et al., 2006) and the potential afdms to destroy the conditions needed
for their own survival (as do Brander and Taylor, 1998).

2.1. Technological progress and Malthusian population grarth

Recall the data shown in Figure 1.1, where we saw that overydmeg timescale up to 1700
AD, per capita production scarcely increased, whereaslptipn increased at an increasing rate.
In this section we build an economic model which capturesftwoamental ideas which together
can explain these results. The first idea is that when teolgiaa! progress allows production per
hectare to increase, this leads in the medium term to pdpnlatcrease rather than an increase
in consumption per capita. And the second is that techncébgrogress is driven by discoveries
made by people, so when the population increases, the ram@gifess tends to increase. Hence
population growth tends to accelerate.

We start in a situation with a small number of intelligentrigg with the ability to use tools
and develop and apply new technologies over time. We cadktibeinggpeople For simplicity
we can think of the ‘spaceship’ on which they live as consgstf a single island. Their initial
technology is primitive, and they use the abundant minesburces, the trees, and the land, in
combination with sunshine and rainfall, to produce food simelter. Their production technology
is such that

Y = (ALL)"(ARR),

whereY is total production of food and sheltedy is an index of labour productivity (linked
to technology)L is the population (assumed the same as labour supftyis an index of the
productivity of the landR is the area of land, and is a positive parameter less that 1we
assume that botAg andR are fixed, so both the quantity and the quality of the land aeslfiIn
other words, we have a stable, resilient ecosystem.

We are most interest in production per personp@r capitg, hence we divide through dy
to obtain

Y/L = Al*(ARR/L)“. (2.1)

So production per capita declines in population, sincedrigiopulation dilutes the land available.
The size of this fiect depends on: in the limit of @ = 1 then the quantity of land is the sole
determinant of production, whereas for smadienore people can extract greater total production
from a given area of land. In the parameterized model we s€0.3.

We model changes in population using a standard growthifumfriom biology, the logistic:

Liz1— Ly =60L (- Le/LY). (2.2)

INote that the people may also use capital goods in their ptaguprocess, things like axes and hoes. However,
we leave these goods out of the production function by inm@iing them intoA; that is, we assume that given their
technology, the people havefBaient capital to achieve maximum productivity. So for imsta for the technology of
‘stone axes’, there is no value in having more than one suelpaxforestry worker.

15
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Hered is a parameter, anid’ is equilibrium population, often called tlrrying capacity when
L = L% L1 = Lt and population is constant, but whenc L* population tends to increase, and
whenL > L* it tends to decrease.

To link equations 2.1 and 2.2 we assume a level of income petacg/L at which the pop-
ulation is stable: we denote this level s WhenY/L > y then we have ‘good times’ and the
population grows, and whe¥/L < y then the population falls. It follows that whe¥yL =y,

L =L*. Insert these equations into equation 2.1 to yield

Y= A (ARR/L*)C.
and rearrange:

R
L* = ;_*50 Al 2.3)

The equation shows that the bigger the island and the hidffeeptoductivity of the land, the
higher the population that can be sustained. Furthermioedgess people need in terms of food
and shelter, the higher the population. And finally, the bigh labour productivityy, , the higher

is the sustainable level of populatia#.

Now recall that the data shows us that on spaceship Earthuima population has been
increasing for tens of thousands of years. How can we exgénincrease? The reason must
be a long-run increase in the carrying capactitydriven in turn either by in increase &y (land
quality) or an increase iA. (labour productivity). So, either exogenous changes atdngahe
global environment more hospitable for the species, or pleeiss itself is developing in some
way (possibly managing its environment) such that a higlpuation is sustainabfe Put this
way, it should be obvious why human population has risenesB@000 BC: over time we have
learnt more and more about how to control and utilize our remvhent, and this has allowed
us to increase in number, partly by populating our exist2@000 BC) range more densely, and
partly by extending our range to habitats that were prewdnbospitable for us. Put another way,
technological progress has allowed our population to giBut. how do we model technological
progress?

We model technological progress using the following equmati

A1 = Al -6+ Z(QLY)7], (2.4)

wheres is knowledge depreciation) is the proportion of the population (or the proportion of
total labour) which is devoted to the generation of new idéas a productivity parameter equal
to the progress resulting from the idea coming from 1 pesstuil time idea-generation, anglis
a parametee (0,1); the lower isp, the greater is the overlap between the ideas, and in the limi
of ¢ = 0 everyone has the same idea. We thus assume that indivekegsnously come up with
new ideas about how to organize the world, once per periodaiing these ideas, we assume
that the size of the step forward through a new idea is in ptapoto the stock of knowledge on
which it builds. Furthermore, since these ideas ‘flow from $me spring’ in the sense that the
individuals all have approximately the same knowledge oitiwvto build, there is a lot of overlap
between them hence the progress yielded by each idea is ditivad

We now have all the equations we need to simulate the developaf the economy over
time from a given starting point. Figure 2.1 shows the sinadaglobal economy—compared
to the data presented previously—using the following patans (with 20-year periodsy.= 1,
R=1,a=04,0=0.06,¢ = 0.2, andZ = 0.020012, with the starting poitk=1, QL =1. (We
have subsequently normalized to match the levels in the)dlate that the model produces a
reasonable match to the data. Two points must however bedratghis point: firstly, the data are
very uncertain; secondly, the model is extremely simpleiamahly intended to show one way in
which population, production, and technology can be linikea dynamic model.

2.2. Afragile ecosystem and megafaunal extinction

An obvious objection to the above model is that the ecosysemot resilient. A potential
proof of this lack of resilience is the wave of megafaunairetions which occurred as modern
humans (Homo sapiens) expanded their range around ‘sppdeatih’ starting around 50000
years ago, starting with Australia and nearby islands. éri¢hminology of Hart (2002), following
Thompson et al. (1990), nature may be assumed to be benigegponding to our resilience but
not as extreme), capricious (changing quality randomlgjyers¢olerant (benign within limits

2The model developed here is in some ways related to the mofi€sled Galor, see for instance Galor (2005).
However, Galor's models rely on a completelyfeient—and more complex—mechanism to deliver the accelarat
technological progress which we ascribe to population grow
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but subject to collapse), or ephemeral (ready to collapaeyatnoment). These assumptions about
nature are illustrated in Figure 2.2, where they are linkealternative ideologies.
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Ficure 2.2. States of nature, adapted from Thompson et al. 1990

I illuminate the correspondence between the ideologiestlamdssumptions about nature—
borrowing from Hart (2002)—with the following caricaturé the debate about climate change.
If nature is benign, then even if the climate does changereatill adapt and there will be no

‘catastrophe’ or even major damages. This belief may be lmelh individualist, perhaps a busi-

nessman, who believes in a world in which agents are freestthesr imagination and initiative in
order to get the best out of the ‘raw materials’ that natuowigies. Mistakes will be made, maybe
even big mistakes, but ‘luckily’ nature is benign, alwayturaing to its stable equilibrium, hence
unbridled capitalism is socially optimal. The faith in ‘oag¢ benign’ is thus essential to support
the ideology (individualism). The hierarchist could be amieonmental economist. She believes
that in the good society, careful control of economic attiin general, and greenhouse-gas emis-
sions in particular, is essential to protect public goodsth@ut control, disaster is certain, but
with control it can be avoided—the supporting myth is thusiraperversgolerant. The egali-
tarian is an environmental activist who argues that everatitical control is not enough to save
nature from the individualists—the only solution is to abeow capitalism and close ranks in
eco-communes. Again, the myth supports the ideology. Kirthk fatalist has little control over
events, and thus adopts the myth of nature capricious; ®it@ange is not caused by humans,
but is an ‘act of god’ over which we have no control.
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Thompson et al. (1990, p. 86—93) argue that types in oppositeers converse more readily
than adjacent types. Hierarchists and individualists farmalliance which may be termed ‘the
establishment’, keeping egalitarians and their demandsna length. Individualists need the
stability—e.g. the rule of law—provided by the hierarchygdierarchists need the individualists’
capacity for innovation. Egalitarians try to persuadelfstathat the collectiveféiers an alternative
to isolation and powerlessness, but are suspicious ohaéwith coercive hierarchists or selfish
individualists. These diagonal relationships are vergarcia an economic context, the classic
debate within the economics establishment being alongntiieidualist—hierarchist diagonal. To
what extent are hierarchical controls needed in order tiegehdesired economic (or eco—eco)
outcomes? In a world of perfect markets, the hierarchy (é&me&donomists) are unnecessary.
Neoclassical economics can then be interpreted as the sfuldigrarchical exceptions to the
individualistic rule. Those who reject the use of ‘neodleaiseconomic methods’ (such as some
ecological economists) may be placed on the fatalist—tegalh diagonal.

Returning to the megafauna, we could claim that the extinstwere caused by capricious
nature and had nothing to do with human action, followingfttalist line. Or we could follow
the individualist and argue that the extinctions were ehtinatural and benign, with little or
no significance to humans: humans didn’t cause the extimgtiand even if they did then they
don’t sufer from them. Or we could take the egalitarian’s position arglie that the extinctions
were an inevitable consequence of human greed and stugitbtyever, for obvious reasons—I
am an environmental economist—we choose the hierarchigpsoach of trying to explain the
extinction as the regrettable result of bad managemenedféisource®

Modelling the coexistence (or not) of humans and megafasiiraprinciple straightforward.
Since the extinctions occurred over relatively short tioadss compared to preindustrial rates of
technological progress, we can safely ignore technolbgicaress in our modél.The simplest
possible approach would be to build a predator—prey modalhiith humans are completely
dependent on ‘harvesting’ megafauna, the population oflwvtiecline under harvesting pressure.

We start with equation 2.1, but since the technology terrecanstant we leave them out:

Y/L = (R/L).

Now R/L is interpreted as the harvest of meat per capita. Now we liigktb the population of
fauna, and huntingfiort: R = ¢EN, where¢ is a parametef; is effort andN is the population,
so the denser the population of animals, the easier it isné. hithunting is the only activity then
a =1 and we can assunte= L, so we have

Y/L = ¢N.

Food per capita is simply proportional to the animal poparat
Now recall (from the previous model) that we defineslich that wherY/L =y then popula-
tion is stable. So there is a unique animal population ctersisvith a stable human population,

N =y/p.
Now assume that the human population grows according to afieetbgistic function
Liv1— L= 0 L1 -y/(Yi/Lo)]. (2.5)

So when production per capita is very large, population graithe maximum rate, when itys
it is stable, and when it is zero the population collapsesefY/L = ¢N to yield

Liz1— Lt = 0L L1 - y/(#Ny)]. (2.6)

This gives us the equation for the dynamics of human pomuladiven the animal population.
Now we simply assume a logistic function for the animal pagioh, adding harvest pressure:

Nir1 = Ne = ONNe[1 = Ni/N*] = ¢LN:. (2.7)

To test the model we can do two things. Firstly, find the long-steady state analytically.
Secondly, we can simulate the dynamics of the model numbricko find the long-run steady

3Although historically it has had its supporters, the idest the extinctions were not caused by humans is scarcely
tenable; over 50000 years and at least 13 separate locdtierarrival of humans has been closely followed by the
disappearance of megafauna. See for instance Burney amaefja(2005).

“4Extinctions in New Zealand, after arrival of the Maori arduB00 years ago, occurred over a period of as little as
100 years. Technological progress over such periods —ifssarae that its rate is typical for the rate shown in Figure 1.1
—would be around 10 percent.
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state, assumky, 1 = Ly andNy 1 = Nt, and solve the above two equations for unique valuds of
andN. The resultis

— ON y
N=y/¢ and L s (1 ¢N*)'

Note first that ify/¢ > N* then the solution makes no sense. In this case there is ne simal
population which is consistent with human survival. Assugni/¢ < N* then the stable human
population is decreasing inandg¢, and increasing idy andN*. These results are straightforward
with the exception of theftect of ¢: when humans become better hunters, the stable human
population falls. The reason is linked to the ‘tragedy of toenmons’ (Hardin, 1968). In the
model we &ectively have a free market solution with zero cost b, so each agent simply
exerts maximum huntingféort in all circumstances, without regard to long-run consages for
themselves or the other agents. A far higher human popuolatold be maintained if agents
(perhaps with the help of hierarchical environmental ecoists) could be induced to plan their
hunting efort together.

If humans are to maximize their long-run population thers itasy to see that they need to
manage the resource to maximize yield. To find this yieldrtevequation 2.7 as

Ntz — Nt = OnNe[1 = Ne/N*] - Ve (2.8)

Now we want to find the value df; which maximizesy subject to the restriction that the animal
population is constant, i.&,1 — N; = 0. Given this restriction we have

Y* = OuNi(1— Ni/N*),

and from the first-order condition iN; we know that the optimal animal population in this case
is N*/2, and the maximum sustainable yield of mea¥is= yN*/4. At stable population we
requireY/L =y, hence the maximum sustainable human population is given by
L=
4y
which is greater than or equal to the population in the ‘magaution >
Now we turn to the simulation. Below we see a very simple Mageogram to simulate this
model, and Figure 2.3 shows the output. In the figure we sedtiman population rises steeply
initially, which drives the animal population down. The $opilt in to the model lead to a certain
amount of overshoot, with human population rising beyoraldhstainable level, which pushes
the animal population below the sustainable level, whiaksea a crash in the human population,
recovery in the animal population, etc. These oscillatgnaglually attenuate, and the steady state
which we derived above is approached, in which0.18. as opposed to the maximum sustainable
population of 05.

clear
clf

b}

thetal=0.02;
thetaN=0.02;
phi=0.1;
Nstar=100;
ybar=1;

N(1)=Nstar;

L(1)=.01;
n=2000;

SRecall the market solution:

+ -]
¢ ¢N*
Definex = ¢N*/y and write the condition
N O (1— y )
4y ¢ #N*
Canceldy, rearrange, and substitutesrio yield
1
Z 1-=
4X = ( x)
hence 42 -4x+4>0

and x—2)° > 0.



20 2. MALTHUSIAN GROWTH

0.8 - n

0.6 - n

04 r n

0 1 1 1 1 1 1 1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Ficure 2.3. Development of the numerical model over time

for t=1:n

L(t+1)=L(t)+ thetal*L(t)*(l-ybar/(phi*N(t)));
N(t+1)=N(t)+ thetaN*N(t)*(1-N(t)/Nstar)- phi* L(t)* N(t);
end

t=[0:1:n]
plot(t,L,’-k’, t,N./Nstar,’-k’)
shg

There are many directions in which we could now take the aisly typical approach would
be to set up a utility function and derive the developmentrofoatimally managed economy.
However, we focus instead on the problem with which we stiartiee analysis of megafaunal
extinctions. Since there is no extinction in our model, weady have a problem.

There is no extinction in our model because as the animallptipn declines, harvest also
declines, even for a fixed human population. Furthermogeg#rlining harvest also drives down
the human population, further reducing the total rate o¥éstr This eventually allows the animal
population to recover. So, more generally, resilience it mio the model in two ways: firstly,
because we depend on the ecosystem in question, so ecosisteage also puts the brakes on
our destructive activity; and secondly because the womsattdite of the ecosystem, the harder it
is for us to inflict further damage on it (we can’t find the reniag individuals of the species).
Since we know that humans did actually cause megafaunalotixtins, we need to return to our
model. Or, more accurately, we turn to the model developeBuite et al. (2006).

Following Bulte et al., we now add other sources of food torttoelel economy. In particular,
we add small animals as well as megafauna. We continue tonasthat hunting gort is exoge-
nous, but now hunters catch both small animals (the populatf which is more resilient) and
large animals which risk extinction. The harvest of smaliraals allows the human population to
remain high even when the megafauna are approaching eatinend hence the continued high
hunting pressure can push the megafaunal population to(eeomodel with discrete individu-
als).

We assume a harvest function

Y = L(¢nN +¢sS),

where the subscripts refer to megafauna and small animadss & the small-animal population.
However, we simplify the growth function for the small animay assuming that the sto
adapts instantly to hunting pressure, hefSice S* — ¢sS L, henceS = S*/(1+ ¢sL). Then we
have

Y/L = ¢nN+¢sS*/(1+¢sl).
And (following a similar procedure to previously)
Liv1— Lt = 0L L1 - Y/ (NN + ¢sS™/ (1 + psLo))]. (2.9)
Retain
Ntr1 — Nt = OnNi(1 = Ne/N*) — on LN
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Ficure 2.4. Development of the numerical model over time

To understand this model, consider first the case in whichO so humans are completely
dependent on the small animals. Then we haveL¢sS, Y/L = ¢sS*/(1+ ¢sL), andLiz1 — Lt =
O L1 -y/(¢sS*/(1+ ¢sLy))]. Solve forL; whenLi.1 —L; = 0 to yield

L=S"/y-1/¢s.
This shows that ifps < y/S* then the small animals are too scarce (or hard to catch) taisus
a human population on their own. In this case, their existdncreases the amplitude of the
fluctuations seen in Figure 2.3, since they allow the humaujation to keep growing for longer
as the megafaunal population crashes. See Figure 2.4{ajidhm ¢s = 0.09 andS* = 10, with
other parameters unchanged. On the other hangk if y/S* then the human population can
be sustained on small animals alone, and now the megafaapalgtion approaches zero, as in
Figure 2.4(b), in whiclps = 0.11.

Note that the megafauna never actually become extinct imlbloge models, because of the
hunting success function which means that as the populatiproaches zero, the rate of hunting
success remains a small fraction of the remaining populatiowever, adding realistic features
such as a minimum viable population of megafauna, or exageslbocks to population (a ‘trem-
bling hand’ population), then extinction could emerge frita model. In fact, in Figure 2.4(b)
extinction would be guaranteed, since in the model as itdstahe megafaunal population ap-
proaches zero; on the other hand, in Figure 2.4(a) extinatiould be possible depending on
parameters (including the size of the minimum populatiotherexogenous shocks). So adding a
small-animal population which could support humans wouwldrgntee extinction of the megafau-
nal population. And adding a small-animal population whictuld not support humans would
increase the risk of megafaunal extinction. Finally—anac@lly—note that in (a) if such ex-
tinction occurred it would in turn lead to human extinctiortie long run.

A model something like that illustrated in Figure 2.4(b)madike a promising candidate to
explain megafaunal extinctions. In this model megafaunsige a rich source of meat and are rel-
atively easy to hunt. When humans arrive, the populatioa$s.vi he resultis very rapid growth in
the human population, and a corresponding collapse in tlyafaenal population. As megafauna
become scarce, the proportion of small animals in the hurtatch’ increases, allowing humans
to sustain their numbers and thus to continue to drive theafaega into the evolutionary abyss.
For more discussion, see Bulte et al. (2006), where a modehisloped which also includes the
option of dividing time between hunting and agriculture wéwer, Bulte et al. conclude that the
addition of this option to the model has rather modéfgats on its properties; the key to extinc-
tion is the fact that the both small animals and megafaund@earaught during one and the same
hunt.
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The model above shows how something that expands our chetieethe option of harvesting
small animals as well as megafauna—can lead to a much wangerim outcome, although it
gives short-run benefits. In this specific case, the smathalsi may allow the human population
to remain large for long enough to wipe out the megafauna aowthe population depends for
its long-run survival. The result follows because we hawiagd that the humans simply hunt
the animals without accounting for the future. This is pettferational at the individual level
(the tragedy of the commons), but not at the societal levidasithe social discount rate is zero,
i.e. people only care about the present and not at all abeduthre.

The opposite extreme is that people only care about thedutiave retain the Malthusian set-
up in which long-run income per capita is fixed, a natural agsion is that utility is maximized
when population is maximized. In that case, the human pdipalaould be much betterfoif
they reduced the huntingfert directed at the megafauna, and sustained a megafaymalgion
of N*/2.

Itis of course possible to draw parallels with modern profdeuch as global warming. Here
the climate system corresponds to the megafauna, whichsterkithrough the burning of fossil
fuels (among other things). If there is some factor—comesiing to the small animals—which
delays the time at which we feel the full force of changes wdlmate, this may actually lead
us to a catastrophe which we would otherwise have avoideduse it leads us to react too late.
If we believe that these delays (and the underlying procdsisielen by the delays) are essentially
unknowable then this leads us towards an ‘egalitarian’ \@énature (Figure 2.2) in which nature
is ephemeral and we need to radically reduce economic ctivieduce the risk of collapse; on
the other hand, if they are in principle knowable then we arthé hierarchist’s world in which
nature should be wisely managed.

There are several other papers in the literature exploglaged questions, of which the best
known is perhaps Brander and Taylor (1998). They build a atiech they argue can help us
to understand what happened on Easter Island, where aotfesdland other evidence strongly
suggest that humans—through overexploitation—found asystem which was, from a human
perspective, productive, and in a relatively short perioghed it into an new unproductive state.
During this process the human population first boomed, a@d thashed.

2.3. The demographic transition and the post-Malthusian eanomy

The Malthusian models developed above—and those of BramtkeTaylor (1998) and Bulte et al.
(2006)—show us how technological progress can lead to ptipalgrowth without long-run in-
creases in production per capita, and how excessive extnagithout regard to the long-run
effects can lead to population overshoot, environmental #isagnd population collapse. The
basic Malthusian model is highly relevant for understagdamg-run population growth, and the
extended models may have some relevance to historicaleseat as megafaunal extinction and
the fate of Easter Island, and the pattern may even be repeateuntries with rapid population
growth today. However, none of the models are directly @aplie to modern societies in which
population is not limited by income, but through choice. Sdlgvenvironmental collapse may
still be a possibility in modern societies, we need fielent model to capture the causes and
potential solutions.

Returning to Malthus, it is ironic that his essay was writsgralmost precisely the time at
which the link between productivity and population was l&okn his homeland, i.e. the time at
which increased productivity actually led to permanentéases in real income per capita rather
than increases in population alone: the demographic tiansi That is, the transition from a
situation with high birth and death rates, to one with lowttbiand death rates. The transition
typically occurs at the same time as a country’s economystiiilizes, although that does not
mean the industrialization as such is the direct causelylittieect factors driving the transition
include the strengthening of women'’s rights and educatind a reduced probability that newborn
children will die before reaching adulthood.

We do not discuss the demographic transition further heresimply note that global pop-
ulation growth is not on an inherently unsustainable pattieed, global population is likely to
level off at around 10 billion people (current population 7 billiong, an increase of less than 50
percent over today’s level. By contrast, average globalpcoper capita is likely to grow by up
to 50 percent every 20 years for the next 100 years or morepdtent every twenty years corre-
sponds to 2 percent per year.) Thus economic growth pereciggikely to be far more significant
with regard to resource demand and pressure on the envirdgrihas is population growth.
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Given the greater importance of growth in GDP per capita thargrowth in population, in
the remainder of the book we leave out population growth detaly from our models. Further-
more, for the most part we treat economic growth as exogesoungething that simply occurs in
the background (as above). However, in Chapter 3 we exp&@sons why firms invest in new
knowledge in a market economy, and in Chapters 5 and 7 wetigagsthe consequences of such
endogenous investment for environmental policy.

Another feature of the post-Malthusian economy is that theutation has moved beyond
the constraints imposed by the availability of renewablrirz resources on food production;
instead, most of the population is employed in industrisdenvice sectors dependent on energy
and the extraction of non-renewable natural resoutcesmost of the remainder of the book
we therefore ignore land (in the sense of the limited surfaea of the earth) as a constraint
on production of final goods, since land is mainly crucialte food sector, and the size of the
food sector shrinks in the long rdnHowever, note that land is also important in many ways
not directly linked to human production of goods are sewvider instance, land is important for
human recreation and for the survival and thriving of nomhaua species, or ‘nature’. In turn,
humans may value nature instrumentally (because of theystem services’ it provides) and for
its own sake, perhaps based on moral reasoning. In Chapteré8gue that such values become
more and more important as technology improves and our powarmature increases.

BNote that this is not to deny the importance of renewablerabtasources in underpinning production. Catastrophic
mismanagement of such resources could still lead to calapadvanced economies, just as it (more obviously) can lead
to collapse of agrarian economies. However, we do not stidyguestion here.

In practice we know that the share of the agricultural seict@DP tends to shrink steadily, and in most leading
economies that share is now less than 1 percent.






CHAPTER 3

Post-Malthusian—industrial—growth

In the post-Malthusian era we assume that technologicalgghnand population are no longer
linked; instead, we simply assume constant populationtfernhost part. Hence technological
change leads either to increases in production per capitacieeased leisure time per capita, or
a combination of both. In the ‘consumerist phase’ definedhager 1, it leads primarily to in-
creased production rather than leisure, and this is thegtioaghich we now turn. In this chapter
we define what we mean by economic growth, and narrow downsheflcandidates with which
to explain long-run growth. We show—in a neoclassical ghombdel without including natural
resources—that in the long run increases in the produgtfitabour are essential to drive eco-
nomic growth; such productivity increases are inextrigdinked to the concept of technological
change. We therefore go on to models focusing explicitlyemiihological change, starting with
a vintage growth model and moving on to an endogenous growtliem

3.1. Production, GDP, and growth

Economic growth is growth in GDP, gross domestic produet,the value of all the goods
and services produced within an economy during a given y@ansider an economy with only
one final product. Then GDP is simply the quantity of that gpomiuced multiplied by its price.
RealGDP is quantityx price in constant dollars. Growth in real GDP (in percentymar) is then
simply the growth rate of production of the gobd.

In an economy with many products the problem of measuring G®Rith is more complex.
NominalGDP is simply quantityk price for each product, summed over all products, and growth
in nominal GDP is the growth rate of this sum. But what abveat GDP? If prices are all constant
and the range of goods available is also constant then the@problem: nominal and real GDP
(and their growth rates) are the same. But if the pricesféédint goods change affidirent rates,
and completely new goods also appear, then the problem is moce complex. We do not go
deeply into this problem here: Sice it to say that growth accountants try to measure the change
in consumer’s (and firms) willingness-to-pay for the segobds produced, in constant dollars.
If consumers are willing to pay 3 percent more for the ‘bastdegoods produced in the economy
in 2014 than for the goods produced in 2013 then GDP growth hrayve been 3 percent.

In economic models we describe production using produdtiontions, which describe the
guantity of a good (or potentially several goods) produced éunction of the quantities of the
inputs used. We now investigate the nature of productiowstfans, focusing on one case and
discussing it by comparison to descriptions from chemiatrgt physics. The function on which
we focus is for the production of iron from iron ore. Assumehage an economy with households
who supply laboul, a stock of iron (lll) oxide FgD5, and a stock of coal in the form of pure
carbonC. The workerd. take the iron ore and coal and—using furnaces—reduce the pree
iron, with a by-product of carbon dioxide. A simple chemidakcription of this process is

2Fe0; + 3C — 4Fe+ 3CO,.

Note that—as in all meaningful equations—there is a formalabce or equality between the
two sides. In this case, the number of atoms of each type, (@ygen, and carbon) is identical
on each side, and the equation shows how these atoms am@ngeaithrough a chemical reaction.

Another way of describing the process is to track the eneetgased during the chemical
reaction. Assume that 2 moles of iron (lll) oxide and thredes®f carbon react (as above)
within a reaction chamber at constant temperature andynessshere the chamber is part of an
isolated system. Then we know that

AG = AH - TASjnt,

whereAG is the change in Gibbs free energyH is the enthalpy change of reactioh,is the
temperature, andS;,; is the entropy change within the reaction chamber. Thistmus mathe-
matical (rather than chemical) hence each side of the emjuatust be equal to the same number,

INote that we always work with real, not nominal, quantitieshis book, unless otherwise stated.

25
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and furthermore these numbers must be in the same unitgsicethe, the units are units of energy,
so we choose the standard Sl unitjofiles SinceT has units of kelvin (the temperature scale
used in physics and chemistr must have units gbules per kelvinotherwise, the units would
not be equal!

The first equation above tracks changes in the arrangemexdiwfs when the chemical re-
action occurs; the second tracks the flow of energy in thetimac An economic production
function describing the same process is an accountingarsdtip describing how costly inputs
can be used to make a valuable output. Assume that a firm emiglogur to run the process, and
that vast piles of iron ore and coal are freely availablethieimore, they are so large that they are
thought to be inexhaustible. Assume also that facilitieshsas furnaces are also abundant and
freely available. So the only costly input for the firm is lainoHow then do we write the firm’s
production function? Very generally, we can write

Yi = F(li),

whereY; is the quantity in tons of the final product (iron) made by the fper yearF is a function,
andl; is the number of workers employed (on an annual basis). Mumte specifically we could
write

Yi = ALl

Now we have assumed that there aomstant returnsn labour, so if the firm doubles its labour
inputs, the quantity of final produdt produced will double. Note that we can assign unitéito
since the units on each side of the equation must balancemitseeof A_ must betons worker?
year!. ThusA_ is a measure of the firm’s productivity.

The firm is also using iron ore, coal, and capital in the preidncprocess, but we do not
include them in the production function because they areraed to be free and abundant. Fur-
thermore, the firm also produces carbon dioxide (see the ichéaquation) but again since this
has no value we leave it out of the production function. Hoeveas soon as one of the other
inputs or outputs becomes costly or valuable (or as soon aealiee that it is valuable) then we
should include it in the production function. For instaregsume that the pile of coal starts to run
out, and firms start competing on a market to buy coal inputassume that coal must be dug out
of the ground, requiring labour. In either case we shoultuohe coal in the production function.
If we assume that the firm has no flexibility whatsoever abtaupioduction process, and that a
fixed quantity of coal is required for each ton or iron prodijadien we should use a Leontief
production function:

Yi = min(ALli, ARri).

This reads as follows: productiov} is equal to the smallest of the following two quantities;
effective labour input#\_|; and dfective coal input#\gri. The units ofr; are tons of coal per year,
hence the units ofAr must be tons of iron per ton of coal. Alternatively, the firmynfimd that it
can trade & more labour for less coal (because with more labour inp@shrkers can ensure
that the coal is used moréfectively) in which case some more complex functiors called for
where

Yi = F(ALL, ARri).

In a similar way we can add capital to the production functieith each addition making the
function more complex, and therefore these additions arsewrdertaken when they are relevant,
i.e. when they add to the explanatory power of the models.cmemic analysis focusing on
issues other than natural resources and environment itnisnom to leave out natural resource
inputs from the analysis, since although they are not freg tho not typically make up a large
proportion of firm’s costs. This does not make these analgsesg, or in contradiction with the
laws of physics; it simply means that they are focused on tiesiipn at hand.

Furthermore, firms typically produce more than one outpug.wkll as the intended output,
firms often produce unintended outputs or byproducts. Thesg be harmless or even have
some value (consider sawdust from a sawmill), but they magy bé harmful pollutants such as
carbon dioxide. Again, in economic analysis focusing onéssother than natural resources and
environment it is common to leave out these polluting bypiatsl from the analysis. In this book
the questions are all about resource inputs and pollutitguis, hence it is essential to include
these quantities in our production functions.
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3.2. What drives growth? Reasoning from first principles

We saw in Chapter 1 (Figure 1.2) that average global growshbie@n remarkably constant
and sustained over a period of more than 200 years. What heshdhis process, and if such
growth is to continue into the future, what will drive it? Wew turn to these questions. First
we consider an economy where there is only one scarce inpatiedt—then we add capital and
physical resource flows.

3.2.1. Labour. We begin with a model in which production involves the apgtion of lim-
ited labour—together with abundant machines and raw nad¢erito make a single final product.
The final product is measured Ny unitswidgets year?. Labour is homogeneous (all workers are
the same) so we can measure its quantity in a single dimensianitsworkers? The production
function is then as follows:

Y=ALL,

whereA is labour productivity and has unitsidgets year® worker?. It is essential to include
A in the function, otherwise the units on either side of theatigpm cannot be the same. The
properties of this function are intuitively reasonable.r estance, if we double the input of
labour L while holding its productivityA_ constant then production doubles. Similarly, if we
double labour productivity and hold labour inputs consthet production also doubles.

Now consider growth. Assume first thiat(labour) is the same as population. Then we can
of course increase total producti¥rif population increases. However, production per cagita
would not then change; in the literatuvgL is frequently denoteg (as opposed t& for total
production). Another way to generate growth would be if geae worked longer hours, or if a
greater proportion of the population joined the labour éorelowever, the long-run possibilities
using this method are clearly very limited, given the higleleof labour-force participation we
already see, and the limited hours in the day. The concldsdomthis discussion is therefore that
the only way to raise production per capita in this economih@long run is to raisé, , labour
productivity?

3.2.2. Labour and capital. Now assume that machines (or more generedigital) are not
abundant, i.e. they are no longer free but rather they artycmsd their use must be accounted
for. Might an increase in the quantity of capital be the driyforce for growth? Since there is
still only one product, widgets, then capitalis simply the number of widgets kept back within
firms to help in the production process: it therefore hassunfitvidgets. Our general production
function becomes

Y = F(ALL, AkK),

whereK has unitswidgets and A has unitswidgets year'widget!. So widgets—the final
product—may either be consumed or kept back within firms,re/tieey can be used as tools or
machines. Workers need these machines in order to produg¢h@ more machines each worker
has access to, the more she can produce. Therefore theoluRathust be increasing in its two
arguments, @ective inputs of capital and labour.

Consider now doubling both capital and labour while holdimgr respective productivities
constant. Then we have the same number of workers per mattenee production per worker
must also be the same, and total producYomust double. This implies that there are constant
returns to scale ik andL together, implying in turn that there must be decreasingnstto scale
in either ofK or L separately: for instance, doubligwhile holdingL constant will not lead to
Y doubling. Finally, the more capital we have (for a fixed numdfevorkers) the less the benefit
of adding even more capital should be: formaRy; < 0. To understand this, assume that the
machines’ are actually hammers: once workers have one lermaach there is little or no benefit
to saving up additional hammers.

These arguments tell us straight away that simply accuimglagpital cannot give long-run
growth. Consider again an economy in which workers use hasteemake final goods. If
there is initially less than one hammer each then accunoulaif capital (hammers) can boost
production. But when every worker has a hammer then accuionlaf additional capital will
scarcely boost production at all, and when there is a mouatahammers for each worker then
additional hammers will definitely not boost production.

20ne worker is then one person who works full-time throughbetyear, or (for instance) two people who each
work half-time throughout the year.

Swe typically ignore the distinction between labour and pafon, implying that we assume that the ratio of labour
supply to population is constant. However, in Chapter 10 twdyslabour supply explicitly.
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Since neither increases in labour nor capital can drive-fmmggrowth in this model, it must
follow that technological progress—growthAa andAx —Ilies behind long-run growth il¥. In
fact we can go further, if we rewrite the production functamfollows:

y= f(AL,AK K/L).

The functionf should have the same propertiedasmplying thatA_ (labour productivity) must
rise to deliver long-run growth, wheredg (capital productivity) does not necessarily need to
rise, since capital per worker may rise instead.

The above conclusions are strengthened further when wethateapital is costly: if we
devote dort to building up capital, we take awaytert from making final goods. So a focus on
making capital goods reduces current consumption, andusfor making capital goods which
have no use (due to diminishing returns) reduces consumistiall periods.

3.2.3. Natural resources.We can also add natural-resource inputs to the productioc fu
tion above:

Y = F(ALL, AKK, ARR).

Again, even if natural resource inputs are free, using modanaore of them with given technology,
labour, and capital will result in diminishing returns anaot tong-run growth. And if natural
resources are costly to extract then devoting more and rabrmit to their extraction will lead to
falls in net production and consumption rather than inesas

3.3. Neoclassical growth models

We now leave natural resources for the remainder of the ehagd focus on capital and
labour. In this section we explain what is meant hyemclassical growth modeh the following
sections we focus on specific versions of such models, edpettie Solow model. In neoclas-
sical growth models capital and labour are used to produasgéesgood, which can then either
be retained in the production sector (boosting the capitek3 or consumed. Implicitly, in neo-
classical growth models we assume that resources are sp tttetahey can be treated as being
available to the firm for free, and therefore do not need tmbkided in the (economic) production
function.

3.3.1. The production function. We return to the production function
Y = F(ALL, AK),

and assume the properties described above. Firstly, wenagdbiat having more capital and labour
available is never a bad thing for production, in other words

Fi.Fl >0

Second, we assume that the more we increase one input—wahilig the other constant—the
smaller is the marginal increase in production?i.e.

Fx.F <0.

Third, we assume that each input is essential, hence there oduction wherK or L are
zero, and furthermore the marginal produ€fsandF| approach zero when the quantity of the
respective input approaches infinity. Fourth, and finallg, agsumeonstant returns to scalie
the physical input& andL: that is, if we double&K and doubld. but hold the productivitiegy
and A, constant, output doubles. In a sense this assumption iadglrienplied by the way we
have defined the productivity indices; given this definifitre new assumption is thahanging
the quantities K and L alone does ngfext the productivity indices

This production function tells us immediately that accuatioin of capital will boost produc-
tion, but only up to a point; as the amount of capital in theneroy increases, returns to further
increases in capital diminishr{{ < 0). Think of the economy with workers and tools. Increasing
the number of tools available may boost production if tooésshort, but once there are plenty of
tools available then no further benefits will be felt.

“4Note that we also allow for the possibility that the margipadductivity of an input may be constant in the quantity
of that input, at least over some interval.
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Ficure 3.1. A Solovian economy in which hammers are the final good.

3.3.2. Technology.In neoclassical growth models we generally think of tecbgglas knowl-
edge, a non-rival and non-excludable good which can thezdi®used simultaneously throughout
the global economy. It is thus common to assume faand Ak are the same in all economies.
Furthermore, at the time the neoclassical growth model veagldped economists had no way
of modelling technological progress as an endogenous mgad firms’ optimization decisions,
hence productivity was assumed to grow exogenously, itgefisons not explained in the model.

3.3.3. Savings and capitalIn neoclassical growth models, since there is only one produ
capital must also consist of that product. And investmesirigply the choice to keep the product
in the production sector rather than consuming it. Furtloeenit is common to assume that the
stock of capital depreciates at a constant sat&hat is, in discrete time, if we have 10 units of
capital in period then (in the absence of saving) there will only be-() x 10 units left in period
t+ 1. Note that this depreciation is entirely independent oétlubr the capital goods are actually
used in production or not. The equation governing the eimiudf the capital stock can therefore
be written

Kiy1 = (1—(5)Kt + SY,

wheresis the saving rate (which may be endogenous). Recallingribaugtion function, we can
write

Kir1 = (1-6)Ki + sF(Ky, Ly).

To get an intuitive grip on the model economy, consider Fegil. What are the values Kf L,
Y, ands? Assume that the economy is in a steady state, i.e. nothampels over time. What must
be the value 0§?

3.3.4. Firm optimization. In neoclassical growth models we assume that there are very
many small firms in perfect competition. Mathematically ven ¢hink of a unit mass of firms,
the result of which is that the economy behaaesf there is just one firm, but that the single firm
is nevertheless a price-taker. Saying that the firm is a paker is the same as saying that the
price it pays for inputs is equal to the marginal product afsthinputs, and the price it takes for
its product is equal to marginal cost. This one firm is knowthasepresentativéirm. For more
on this see Appendix A.3.

The representative firm hires capital and labour on the markée firm’s problem is as
follows:

KQ?)?L)Z(OF(K’ L) —wxK—-w_L. (3.2)
The prices paid by the firm-wx for renting capital anev. for labour—are equal to the marginal
products of the inputs, thatvec = F|, andw, = F| . Note that total costs are thé&F| +LF/. If
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profits are to be zero these must be equal to total income vidicist Y, since we normalize the
price of the final good to 1.

3.4. The Solow model with constant technology

The Solow model, which we develop here, is a very simple ressital model in which invest-
ment in capital is exogenously fixed at a fixed proportsmf production. A more sophisticated
model is the Ramsey model which we discuss briefly in AppeBdix

3.4.1. Distinctive features of the Solow modelThe main feature which distinguishes the
Solow model from other neoclassical models is the savintggs mhich is simply fixed exoge-
nously ats:®

Kir1 = (1-8)Ki+ SY.

The second feature which is generally associated with thenSmodel is the choice of the
Cobb-Douglas functional form for the production functiéirthermore, we assume that techno-
logical progress increases the productivity of labour elorhat is,

Y = (ALL)}Ke, (3.2)

wherea is between 0 and 1. Compare this to the simple economy abowiich Y = AL L.
Now, because both labour and capital are needed for praxiyetidoubling in labour productivity
increases production, but does not give a doubling in priboluc You should verify that the
function has all of the properties necessary for neoclabpioduction functions.

A special property of the Cobb—Douglas function is that tlastéecity of substitution between
the inputs is 1. Assume that the relative prices of the inpht:nge, and that we have a repre-
sentative firm which is a price taker. Then the elasticityudstitution is the percentage change
in relative input quantities chosen by a firm divided by thiatiee price change, timesl. To
calculate it, note first that quantities are simplyandL. Relative prices are given by the relative
marginal products, ang@lY/dL = (1-a)Y/L, wherea®Y/oK = aY/K. Hence

WKK_ a
wl 1-a
K _ WL «a
L wql-a'
AK/L K/L

OWK /WL Wi /WL

This confirms the unit elasticity of substitution, and hights another feature of the production
function: the relative returns to the factors are fixed. @dpakes a proportion of total returns,
and labour takes a proportion-lo. To get the intuition, assume that the quantity of capital
available increases; one result of this increase is thaptice of capital decreases relative to the
wage (the price of labour). Given Cobb—Douglas, the deeregsrice exactly compensates for the
increase in quantity such that returns to capital remaimanged relative to returns to labour. This
is an attractive feature of the model, since in reality weeobs a remarkably constant division
of returns between labour (70 percent) and capital (30 pé€rcacross dierent economies and
different times.

Finally, in the Solow model labour productivity is typicakither assumed to be constant, or
to grow at a constant rate. The productivity of capital isstant (and normalized to 1). In this
section we assume that labour productivity is constant.

3.4.2. Solving the model.Consider the Solowian economy of Figure 3.1 in which the pro-
duction function is Cobb—Douglas aid is fixed. Assume that = 1/3 andé = 0.1. What isA_?
What iss? Is the economy in long-run equilibrium?

In Figure 3.1 there are 10 workers, each with a hammer. Thu$0 andK = 10. Production
Y is 5 hammers per period, %=5. So

Y =A". 10t 10

So we know thalAf/3 = 0.5. Furthermore, we see that 20 percent of production is sa®d
s=0.2. Finally, the economy is in long-run equilibrium because ¢uantity of capital remains
constant over time: savings (which are equal to investmam@)l hammer per period, which
exactly compensates for depreciation (10 percent of 10 herper period).

S5Note that we have set up this version of the model in disciete.tThe choice of discrete (rather than continuous)
time is essentially arbitrary; we choose discrete time bgedt is slightly easier to explain aspects of the intuiti@hind
the model in such a context. For more on discrete and contgtime see Appendix A, Section A.2.
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Ficure 3.2. The transition path in the Solowian economy of Figulle &arting
with one hammer.

Imagine instead the same economy, but that in the initidbdehere is only one hammer
saved as capital. Work out production and saving, and digi@t, and hence the number of
hammers available in the next period. Describe how the engnidevelops over time. Your
description should match Figure 3.2.

Three things are notable from the figure. Firstly, even atdheperately low initial level of
capital, initial production is at almost 50 percent of itaderun level. Secondly, the transition to
the long-run equilibrium is rather rapid. Each dot représeme year, so we see that in just 15
years the initially very capital-poor economy is close topg@cent of the production of the rich
economy. Finally, and most fundamentally, there is zeravtfian the long run.

Mathematically, we can easily work out the long-run steadyesof the model. It is when
sY= 6K, i.e. when investment matches depreciation. Using theymtimh function we have

S(ALL)Y7K® = 6K,
hence Ko = ALY /6
and K = A L(s/6)Y1-),
Y/L = A (s/6)* -9,

So GDP per capita is a linear function of labour productjpatyd weakly increasing in the savings
rates.

Now assume instead that capital is available for hire on bajlmarket at pricevk per year,
and that we have many separate economies. If we index theetes byi then we have (for
economyi)

Yi = (ALL)YOK (3.3)

Economyi has exogenously given levels of labdyr all economies have access to the same
knowledge and therefore have the same technofggyWhat is economy’s level of capitalK;
and productiory; in long-run equilibrium, i.e. when the quantity of capikalis optimal?

WhenK; is optimal then marginal returns to capital must be equdi¢qrice, i.e.

aYi/Kj = wk.

Thus we see straight away that the ratio of GDP to capital ist@mt across countries! Further-
more, after substituting in the expression ¥pand rearranging we have

Ki = ALLiw ),
This tells us the optimal quantity of capital. Substitutbatk into the expression fof to yield
Yi/Li = A ), (3.4)

So—again—GDP per capita rises linearly with labour proutitgt A| . Now it declines slowly
in the rental price of capital, rather than increasing,ithe savings rate.
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3.4.3. Conclusions on Solow with constant technologyrhe above results show that the
Solow model with constant technology is incapable of exjitey any of the key empirical obser-
vations about long-run growth andfi@drences in GDP between countries. GDP does not grow in
the long run in the model, andftérences in GDP between countries should be modest, even if
savings rates tlier drastically between the countries.

The model is nevertheless useful, because it shows us eemaotdrive long-run growth.
Capital accumulation! This is a remarkable conclusionwgitreat the long-run aggregate produc-
tion function appears to have the fdtm

Y/L = K/L.

So even though long-run production per capita is lineaolyrelatedwith the long-run capital per
capita, simply accumulating capital will not give growth!

3.5. Solow with exogenous technological progress

Given that capital accumulation alone cannot drive growthfurn back to labour productiv-
ity A_. Even though we cannot explaivhyit grows, it is clear that it must grow in the long run—
at least in the model economy—to explain the growth prodéste that in this section we switch
to continuous time which is convenient when there is pasiting-run growth.

So let's assume that_ grows exogenously at a constant rgig. For good measure lét
grow too, at raten. Now assume that there existdalanced growth patiib.g.p.) along which
all variables grow at constant rates (note that these raagsdifier from one another, and may be
zero or negative). What are the characteristics of suchtg fétexists?

We have

Y = (A L) K

AL/AL =ga,
L/L=n
K = sY-6K.

Now, since we know that we are on a b.g.p. we know At must be constant, hens¥/K -
must also be constant, in turn implying thgK must be constant. Returning to the production
function we therefore know that

(ALL/K)F
must be constant on a b.g.p., implying that
K/K = A /AL +L/L.

In words, the capital stock grows as the same rate as augdhlaiigur inputs, keeping the ratio
of effective labour to capital constant. But, from the producfiarction, we know that

Y/L = AL[K/(ALL)]?,

implying that on such a b.g.py/L grows at the same rate Ag! That is, per-capita GDP grows at
the same rate as labour productivity.

Is such a b.g.p. stable, and (if so) how quickly does the emgreppproach such a b.g.p. if it
has been knockeditocourse by a shock? It is stable, for the same reasons as theragavithout
technological progress: when there is ‘too little’ capgaVings outstrip depreciation and capital
(per efective unit of labour) accumulates rapidly; when there @srtauch capital depreciation gets
the upper hand and capital (per ...) declines. Furthernsoreylations show that this process is
rather rapid.

Together these facts tell us very clearly thafatiences in the quantities of the factors of
production (in particular capital) available infildirent countries cannot explain the very large and
very persistent dierences in the productivity of labour (or GDP per capitajMeein countries.
Instead the dference must lie in the fferent ability to make productive use of the factors (labour,
capital, resources) available.

To make intuitive sense of the model, and relate the modei@og to real economies, we
need a picture of how labour productivity can increase eliengh the single product does not
change over time. The easy way out would be to assume thabécause people work harder
and harder, but this is clearly nonsense: there is nothirmugmest that the average worker in
the U.S. produces 34 times more (in value terms) than theageeworker in India because the
U.S. worker works harder. A better picture is the followingssume that the single product is

5That is, countries’ GDP tends to be in close proportion tovikllae of their capital.
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Ficure 3.3. Testing the Solow model. Upper panel: German real GD®-c
pared to an estimated constant-growth trend (growth r&@&rcent per year).
Data: Maddison (2010). Lower panel: Model simulation assgnthe same
growth trend in labour productivity and parameters: 0.3, 6 = 0.1, s= 0.2,
with a massive shock to capital (the stock is divided by adiaaf 30 at the end
of year 24).

awidget which is a wonderful good because it can rapidly (costgdst transformed into any
number of diferent goods, including both capital goods (machines) andwoption goods (food,
clothes, etc.). Over time (exogenously) new designs forhim&s are discovered, and the newer
machines augment labour better than the old ones, they naakeveorker more productive. So
the capital stock is measured as the number of widgets, lmuttowe these widgets are arranged
into more and more productive configurations. Furthermatesn the machines are optimally
allocated the newer (more productive) machines demandeadegneumber of widgets.

This analysis is supported by empirical evidence; for imsta we know that economies re-
cover rapidly from a sudden loss of physical capital. Thised illustrated by the case of German
recovery after WW2, as shown in Figure 3.3. We see that aft#rlj5 years the economy has al-
most regained its old trend line, despite the very drassis tf capital and hence also productivity
in 1945. This matches well to a model economy with standararpaters, starting on its balanced
growth path.

3.6. Avintage growth model

Through the Solow model we have learned that in order to paaotisly increase output it
is not suficient to continuously increase the amount of capital; ratihés essential to continu-
ously adopt new technology. The history and growth of GDPgagita is largely the history of
technological development. Is our production of goods amdices higher per capita than it was
100000 years ago because we have more stone arrowheads @di)it higher because we have
developed technologies such as agriculture, the smelfiirgroand steel, the printing press, and
the computer? But how can we describe and analyse the prokcadepting new technology?

3.6.1. The basic model.Technologies—such as those mentioned above—are in one sens
ideas, designs, or blueprints (as famously argued by PamkeRsee for instance Romer (1994)).
However, in order for them to boost productivity in the ecarydthey must typically be embodied
in capital goods: it is not enough to have a design for a prinpiress with moveable type, the
machine itself is also required. So the growth process shousist of a cycle of research (and
invention) followed by investment (and hence applicatibthe inventions). Then more research,
etc.

Given such a cycle, a huge number of questions arise. Famiost how much research to
do, and in what areas? And (given the existence of a new ir@nwhen to scrap the old capital
and invest in the new? At one extreme we could always waitHerald capital to fall apart (if
capital is very expensive and new designs are not much lib#erthe old); at the other extreme
we could always invest the moment a new design is inventech(iftal is cheap and advances
large). Both the research and scrapping problems are ccaugdi to model. But for our purposes

"Assume for instance that at tine 1 the optimal arrangement of widgets is calldedsmmer each hammer consists
of 100 widgets, and in the optimum each worker has 1 hammehasgroductivityA, = 1. Att =2 a new arrangement
called ascrewdriverhas taken over. Each screwdriver consists of 50 widgets,ratite optimum each worker has 4
different screwdrivers and is twice as productive as a workdr avliammer, sé = 2. And att = 3 each worker has an
electric screwdriver, which takes 400 widgets to make, anllan the worker twice as productive again, Ag= 4.
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it is sufficient for now to assumexogenous arrival of desigr{so we follow Solow in assuming

exogenous technological progress), and that it takes tme $angth of time to construct new
machines as it takes for the existing machines to fall afgartonstruction of the ‘next generation’
starts the moment the current generation comes into setdime might such an economy work?

Model economy 3.1. Assume an economy in which there are people and machinesaatd
machine needs one person to operate it. Machines last fordars, at which point they fall apart
irreparably and must be replaced by new machines. In the $8@60 there are 100 people and 100
(new) machines. Of these, 80 people—each with a machinek-ewdhe production of consumer
goods, while 20 people—each with a machine—work on the raetoné of the next-generation
machines. 100 new machines are ready in 2010, and they arer2@mt more productive than the
old. That s, they generate 20 percent higher output perqueriAll workers command the same
wage, which is 100 crowns per period in the first period (frodahuary 2000 to 31 December
2009).

To understand this economy, consider the fundamentalrgictithe circular flow of money
in the economy, illustrated in Figure 3.4. (Note that monew8 in the opposite direction to goods
and factor inputs, which were illustrated in Figure 3.1.)réleve see the fundamental equation
Y =C+1. We also know tha¥ —the flow of payments from firms to households at the bottom
of the picture—is made up of wage payments to workerk, and rental payments to capital
owners,wkg K. So whenY increases, the sum of these payments—to capital and labowrst-
increase by the same amount. Furthermore, if we assumedpigdicand labour takéixed shares
of the total cake, then payments to capital and labour wilgat the same rate as overall GDP.
In reality it is true that the shares of capital and labourratber constant, with capital owners
typically taking around 30 percent of GDP, and workers tgkhre remaining 70 percent.

Now we turn to the specific economy in question, illustrated=igure 3.5. Figure 3.5(a)
shows the total flows during each period of 10 years, whgres total GDP in period 1. We
know the flow of wages, but we know nothing so far about theevaliithe capital accumulated
in the economy, nor the flow of payments to capital. Furtheansince we do not know returns
to capital we cannot work out GDP either. The fundamentabler is that we do not know the
interest rate. Recall that we know that workers making meehare paid 100 crowns each per
period in period 1. Who pays these workers? It must be investho borrow money in period 1,
planning to make a profit by hiring out the machines in theofeihg period. What price do the
investors set? It depends on the interest rate.

Model economy 3.1, continuation 1. Assume that the real interest rate per period of 10 years is
100 percent. What is GDP in period 1? What is the labour shamel, what is the capital sharé?

8Note that an interest rate of 100 percent over 10 years @amels to 72 percent per year, sinceQF 210 = 2.
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Ficure 3.5. The circular flow in economy 3.1: (a) based on the infdiomave
are given initially; (b) after we have calculated returnsapital.

Recall that to make the 100 new machines to be used in perggorkers with 20 machines
must be employed throughout period 1. Thus 20 percent ofdbe@ny’s resources are directed
to investment, costing 20 percent of GDYp, Therefore the total investment cost through period 1
is 0.2Y1 crowns. The interest rate is 100 percent per period, imglthat the owners of the capital
must pay back @Y; crowns at the end of period 2 (double the sum they borroweeiiog 1).
This implies in turn that they must earmdd; crowns hiring out the machines during period 2
in order to break even. Therefore—assuming perfect markéte cost of renting the machines
must be 04Y; crowns in period 2.

The final insight we need to characterize the growth patteisttiere is balanced growth at 20
percent per period. This means that if the cost of machirei®i@4Y; crowngperiod in period 2,
it must be (04/1.2)Y1 crowngperiod in period 1, i.e. @3Y; crowngperiod. Thus payments to cap-
ital are 33 percent of GDP. Since per capita payments to ledr@ul 00 crownperiod, per capita
payments to capital must be 50 croyperiod, and GDP per capita must be 150 crowesod.
See Figure 3.5(b).

We have now characterized one growth path of this economyeer, we are far from done
with our analysis, since so far we have simply assumed thestment rate (20 percent of GDP)
and the interest rate (100 percent every 10 years). In reaomsies these numbers arise as a
result of the decisions of economic agents. We now set aholdlitg a simple model to describe
this process.

For now we assume that total expenditure per year (i.e. ran@DP, PY) is fixed, and
the only question is how this expenditure is allocated betwsonsumption and investment. To
analyse this allocation we consider the supply of and denfianidivestment funds. The supply
of investment funds should be an increasing function of ttierest rate, which we can think
of as the price of such funds: the higher the interest rate,ntbre a household can earn by
foregoing consumption and lending its money to those whdwisborrow. Therefore we have
an upward-sloping supply curve. The demand for investmemd$, on the other hand, should
be a decreasing function of the interest rate: the highdrasrterest rate, the fewer investment
projects will be profitable. Therefore we have a downwanopislg demand curve. The result is
a standard diagram, Figure 3.6, the only slightly non-stathdeature being that the ‘price’ of
investment funds, on theaxis, is the interest rate.

Now we can use the figure to analyse tlffeet of various shocks in the economy on the inter-
est rate and the investment rate. First, assume (as in tn@egowithout money) that households
become concerned about the future, expecting bad times afibair propensity to save therefore
increases, and the supply curve for investment funds ghiftee right. From the figure we can see
that the result must be a decrease in the interest rate, andra@ase in the investment rate. Thus
consumption does indeed decrease, and investment insr@astes it did in the economy without
money. What is theféect of this shift in resource allocation, frodito | ? SinceY = C +1, there is



36 3. POST-MALTHUSIAN GROWTH

Demand for funds

Supply of funds

100 f-—-—-=-=-=-=—----------3

Interest rate, percent/period

20
Funds for investment, percent of GDP

Ficure 3.6. The supply and demand of investment funds

no immediate fect on GDP. However, over time there will be dfeet. Since more resources are
devoted to investment in new machines, this should allowrthehine-makers to produce higher
quality machines for the next period (recall that the nundfenachines is fixed, one per worker).
Thus GDP will be higher in the next period, thanks to the higitepensity to save in the current
period.

We now briefly consider two other shocks and théieets. Firstly assume that households
become more optimistic about the future, causing themisgiaribus) to save less and consume
more today. Thus the supply of money shifts to the left, thterast rate rises and investment
declines. Assuming that lower investment translates oweet quality machines in the next period,
the growth rate also declines. Secondly, assume that firotiemuch more optimistic about the
returns to investment. This causes them to demand mordingasfunds today at a given interest
rate, since their expectations about future profits aredrighhus the demand curve shifts to the
right, and both the interest rate and the investment rage sssuming that higher investment
translates into higher quality machines in the next petioelgrowth rate rises.

3.6.2. Rungs on the ladder.A wealth of evidence shows that countries far from the fremti
can grow their economies very rapidly through adoption, immore rapidly than countries at the
frontier can grow through R&D. Furthermore, it is not uncoomtio see dramatic shifts in the
trend growth rate, coinciding with policy or other changégeting the country in question. A
classic case is China: after a long period of stagnation anersals, economic growth in China
started to take b in the 1970s, and at the end of that decade it rose to the daiigiterate is
has held ever since. What triggered this, and what stops ettenomies following a similar
path? A simple adaptation of our model can help to explairptftenomenon. We assume that all
technologies—including very advanced ones—are availatbddl times, but the more advanced
technologies are more costly.

First, note that a very high rate of growth—such as that alegkin China—demands a very
high rate of investment. Recall the model economy 3.1. Taeaehrapid growth in the model
economy, firms must either renew their capital at very simetrvals, or they must take very large
steps forward each time they renew their capital. In eitlaseca high overall rate of investment
is required (relative to the existing level of GDP). Retamnio China, there the investment rate is
around 50 percent. In a closed economy with a 50 percenttimesd rate, 50 percent of factors of
production (workers and machines) must be dedicated tajging investment goods such as new
capital, and 50 percent must be dedicated to producing cgption goods. But note that in an
open economy—trading with the rest of the world—there aheoalternatives. One alternative
in such an economy would be to produce only consumption gaeogi®rt half of these goods, and
use the proceeds to import capital goods.

Model economy 3.2. Assume an economy similar to 3.1. However, this economyeis, @md
far behind the technology frontier. It produces only conption goods, which it either consumes
itself or sells abroad (exports). Using the proceeds of Xgogts it buys capital goods, i.e. new
machines. New machines are available in a series gém@int qualities, where higher quality
machines yield higher GDP per capita; but higher quality miaes also cost more.

Specifically, each rung of the ladder gives 20 percent highBP than the previous rung,
and the machines to achieve it cost 20 percent more than tiehimes for the previous rung. The
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current GDP per capita iSsS0000USD per ten-year period, and f&000USD per capita the
country can upgrade—in the next 10-year period—to mactihmasyield12 000USD per capita
per period.

Now assume that the country invests in new machines thatvareufings up the ladder com-
pared to its current machines, for each member of the pojmiatWhat is investment as a pro-
portion of GDP? What is consumption? And what is the growtie ia GDP per capita, per
year?

To solve this model, we calculate GDP on each rung, and thestment required to attain
each rung, using the information given, and denoting thigainiung as rung 0. We then calcu-
late the corresponding investment rates in percent, angtigrrates in percent per year. This
information is shown in Table 3.1.

Reading & from the table, to jump up five rungs the country must invest48SD per
capita in new machines, whereas GDP over the 10-year pexibd000 USD per capita. So the
investment rate is 50 percent, implying that 50 percent efctbuntry’s production is exported in
order to pay for the imported machinery. The country therieasgls a jump in GDP from one
period to the next of 149 percent, corresponding.fop®rcent per year.

In a closed economy, highimplies highS, i.e. a highsavings rate But in an open economy
(which trades with other economies) this is no longer the caisd the key to kick-starting growth
in a stagnant economy i®t a very high domestic savings rate: the key is instead to gémer
confidence that investment put into the economy will giveathg return to the investor. Without
such confidence, high domestic savings will translate ifdd Investment in foreign countries,
i.e. capital will leave the domestic economy.

What is the key to ‘investor confidence’'? (Note that we shawdtidentify investors with
foreigninvestors, they may equally well be domestic nationals.jeAflecades of searching for
the key, economists have concluded that there is no onetlkisynat the existence of an educated
workforce, it is not the presence of infrastructure, it i$ adack of rules and regulations, it is not
law and order, it is not the presence of a stable politicalesgs Instead, the key is all of these
things, and more. In short, thastitutionsof the country should be growth-friendly, investor-
friendly.

Regarding the specifically economic environment, key facioclude stability of the eco-
nomic system, and openness. Stability of the system isarbeicause of the (often long) delay
between investment and returns; if investors judge thakettsea high risk of economic crisis or
upheaval during the lifetime of the investment this will stieally reduce the investor’s willing-
ness to invest. Openness (in particular openness for tiade)cial because it allows new ideas
to come into the economy, and it allows investors greatepdppities to get returns from their
investments. Regarding openness, note that countriesatiyptrade most with their near neigh-
bours, and it is therefore a big advantage for domestic drdwieighbouring economies are rich,
or growing rapidly.

Regarding the more general institutional environmentch taf bureaucracy, a lack of cor-
ruption, an educated population, and a well functioning sivciety would all seem to be advan-
tageous when it comes to attracting investors (whether dtienar foreign). Again, the key is to
understand that investment implies costs today and hopelgehefits tomorrow. Factors—such
as corruption—which cause investors to lose confidencetinallg receiving such benefits are
likely to be very negative for growth prospects. Fear of hetion or civil war would have an even
more powerful negativefgect.

Regarding openness, we discussed openness to trade, the@ingportant type of openness
is openness tehange Since growth is based on the replacement of old, less ptivduech-
nologies by new ones, it is a process that is at once bothieeesid destructive: hence the term
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creative destructiosoined by Joseph Schumpetahen the new ideas succeed, their instigators
are likely to grow in wealth and power, implying that the poaisly wealthy and powerful lose
status. Thus it is not obvious that the powerful individuals given economy want economic
growth at all. According to Daron Acemoglu—a highly influehtmacroeconomist who has
written on growth and institutions among many other questie-the likelihood that leaders are
anti-growth increases if they are far removed from the agipopulation'® One thing bringing
leaders closer to the people is a functioning democracy.

3.7. Modelling endogenous growth

3.7.1. ldeas and growth.We now consider how to endogenize technological progress, o
more specifically (in the context of our vintage model) howmalogenize the size of the increases
in capital productivity per period. We can think of new teolugies as designs or blueprints.
Until they are put to use, they are not embodied in physicpitak they are intangible. From
now on we simply refer to new technologies as rideas The special properties of ideas have
profound consequences for the growth process. In econangior we say that ideas aren-rival.
Moreover, they can beon-excludable

Recall the growth model of Chapter 2, in which there was natag@and growth was driven
by increases i\, which were in turn linked to the size of the population. Teationship was
described by equation 2.4,

ALte1 = A1 -6+ Z(QLY)7],

in which ¢ is knowledge depreciation (which is presumably very sl&wis the proportion of the
population (or the proportion of total labour) which is deato the generation of new ided@ds

a productivity parameter equal to the progress resultiogfihe idea coming from 1 person'’s full
time idea-generation, ards a parametez (0, 1); the lower isp, the greater is the overlap between
the ideas, and in the limit af = 0 everyone has the same idea. We thus assumed that indidual
exogenously come up with new ideas about how to organize thkelywonce per period.

In order to build a model in whick is endogenous we need to find a way to give agents an
incentive to perform research or generate new knowledgeeasi. It is not obvious why agents
should have such an incentive because ideas maypbexcludablemeaning that it may not be
possible to prevent other people using one’s ‘own’ ideahait payment. Ideas also possess a
very special property—when compared to other goods sucizaa pr cars—which is that they
arenon-rival in consumptionmeaning that one agent’s use of the good does not hindehemnot
person from using it, either consecutively or even simdtarsly. This is clearly not true of cars,
and even less so of pizza. The non-rivalry of ideas makes girrk immensely valuable to
society, since a single idea can be used by any number of@empl number of times. However,
the non-excludability means that an individual who comesvitp an idea may have a hard time
capturing any of that value.

Let us return to the context of pre-industrial human soegtstarting with hunter—gatherers
50000 years ago. Why was technological progress so slowesetkocieties? Firstly—as we
argued in Chapter 2—because the total global populationlevasthe total number of people
able to invest in new ideas was also low. Hence the rate ofymtazh of ideas was low; in the
vast majority of 10-year periods, there were no significanbivations whatsoever, and worn-out
spears and arrow-heads were replaced by new ones of idesidisign. The second reason for
slow technological progress in pre-industrial societiethat the incentives to innovate were very
weak. If we consider a hunter—gatherer band of 100 peoplat arke the incentives for that band to
invest in research about better ways to hunt, harvest, frtitd? There is of course some incentive
to do this: benefits of any technological advances will beldglthe group. However, the benefits
to the group will be dwarfed by the potential benefits if theamation spreads across the globe.
This shows that the incentives to perform research are iraomahbly greater if the researcher is
able to capture a significant proportion of global benéfits.

Return to the Solow model and industrialized economies.u/kgsthat someone founds a
research firm and (after much work) finds a better way to makenters such thad increases.

If there are patent laws (excludability), the owner of thevrkmowledge will have an advantage
in production, and (because of non-rivalry) can take ovedpction in the entire economy and
become fabulously rich. On the other hand, if there are nerpidaws then the discoverer of the

9See for instance Schumpeter (19423pitalism, Socialism and Democracy
10see for instance Acemoglu (200®)troduction to modern economic growth

1l7his suggests that in pre-market economies investmentimaogies related to war should have been relatively
large, since only such investments could lead the (smailygto capture benefits from outside the group.
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new knowledge will gain no benefit from it whatsoever, sintérans will use the knowledge and
the owner’s firm will still make zero profits. In total the owrsefirm will make a loss, because
the firm will be unable to cover the costs of the research.éeibf these extreme results seems
to make much sense. What is the way forward?

In general, we can say that a more sophisticated model igylegjuired, a model in which
there is a variety of products with their own production ftioes, and where researchers can
protect their intellectual property in some way, for ingtarthrough taking out patents. Agents
then have an incentive to perform research (the incentiirgglibe expected flow of profit in the
future). Furthermore, the resultant discoveries may fdrenldasis for further advances by later
researchers, thus potentially leading to a sustainabigtgnorocess.

In the literature there are two main traditions concerniog fto model growth. In both
research traditions dntermediate sectads introduced, where there are patents and market power,
and the intermediate goods produced in this sector aredrptagether with labour—into the
final-good sector where there is perfect competition. Tleshtions are th&®omertradition (see
for instance Romer (1990)), and tAghion—Howittor Schumpeteriatradition (see for instance
Aghion and Howitt (1992)). However, in this book we use fiatent basic model in which there
are no intermediate goods, just a range of final goods whiehrmaperfect substitutes for one
another. This model is simpler, and in some respects it hae m@lanatory power as well. For
the purposes of this chapter it is the best choice, partiytdits simplicity, and partly due to the
fact that we later build on it in our model of directed techogital change (Chapter 5).

3.7.2. The model environment.Now we turn to the model, which is illustrated in Figure
3.7. In the model there is a unit continuum of infinitely livieduseholds, and the representative
household hak; members. The representative household maximizes itsytiliwhich is given

by
U= Z[;’tCt.
t=0

So time is discrete, and utility is linear in consumpt@®ndiscounted by a factg per period.

The mass of products that can be made is variable, with eactupr made by a single firm.
Denote the mass of products madeNbyand assume for now that = 1. Index the products by
i, and focus on produdt quantityy;, made exclusively by firm. The production function for
producti is as follows:

yi = Ailyi. (3.9)
Herelyj is the number of workers hired by the firm at prige. The price of labour is determined
endogenously (within the economy). The firms are symmaeatribé sense that each employs the
same quantity of labour, and invests the same in researchaVéethus dropped capital investment
from our vintage capital model! This is done to simplify tlgguations, it actually makes very little
difference to the results or the intuition.
Aggregate labouk is then the integral across the entire mass of firms of firmuabg:

1
L:f lvidi =1.
0

wherel is labour demanded by the representative firm. And aggregathictionY is a function
of the individual production levelg which are all equal ty in symmetric equilibrium:

1/n

1
fo yi’{di} (3.6)
=W (3.7)
The parametey is between 0 and 1, implying that the goods are not perfedtiutes, and each
producer has a degree of market power. The price of the aatgrggod is normalized to*?.
In periodt a firm which plans to make goddmust first decide how much to invest in de-

velopment of the production technology which in turn detiees A, labour productivity. The
production function forA j; is as follows:

ALit = AL-a[1 -6+ (¢ ain)’], (3.8)

wheres is depreciationA i1 is general knowledge in the previous perigds the productivity
parameterl i is the quantity of research labour hired by the firm, gnd a positive parameter.
So the more research labour hired by the firm, the more praaittvill be. The price of research

Y =

12For more on aggregation in economies with a continuum or &rafdirms, see Appendix A.3.
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labour is simply the wagey ;.12 Note that firm-level knowledge depreciates completely foma
period to the next; firms start from scratch each period.délermust thus be fairly long, at least a
few years. Here we set the period length to 10 years.

General knowledgdé\, is made up of the knowledge of each of the individual firms. We
choose the simplest possible specification,

1
ALt = f ALipdi,
0

so in symmetric equilibrium (when firm knowledge levels dtdtee same) we have
ALt = Adit.

We assume that the representative firm employs a constartterlig of researchers each
period, hence the aggregate number of researdheesl; and is also constant. Now look at
aggregate growth. From equation 3.5 and given= A we have

Y =A.Ly.

But how doesA| change over time? Defin& .1/ALt = 1+ 6. From the equation for knowledge
growth (3.8) we have

1+0=1-5+(LLp).

R

Ficure 3.7. A schematic diagram showing the economy with endogegowth.

3.7.3. The solution.Now we set up the optimization problem facing a firm which has d
cided to produce gooidn periodt. (Note that in Nash equilibrium no two firms will produce the
same product in the same period.) The Lagrangian for thdgmols as follows:

Lit = Pityi — Wetlvit — Wil aie — it [ALit —A1[1-6+(¢ IAit—1)¢]] :

So L is equal to revenue minus costs, minus the Lagrangian riattiptimes the restriction on
labour productivity.

To solve the problem we need to know how the price of giogml, is determined. Gootlis
produced by a single monopolistic firm with productiviy;. To find the price of this good think

13Note that it would be more realistic—but a little more compted—to model research occurring in periedl
rather than periotl
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of an entrepreneur buying googldo make (and sell) the aggregate gatalt price 1 (normalized).
The entrepreneur’s problem is to maximize profits:

1 1/ 1
j‘ﬂm] —j‘QMd
0 0

Take the first-order condition (FOC) in to obtain
pi = (y/y)"”

n=

6pi
h MR= —vV; + pi = 1p;i
ence dyi Yi+ Pi = npi,

where MR is marginal revenue. So when firmaises its production of goadby one unit, its
revenue goes up not by (the price of that unit at the start) but Iy, wheren is less than 1.
Hence firms havenarket poweiand can raise the price they receive for their goods by otisigi
production. Finally, note that in symmetric equilibriunetfirms all produce equal quantities so
yi =yandp; = 1, hence MR= 1.

Now take the FOC on the Lagrangian in labour (using the abes@lt) to yield

wi lyi = MR-|Yi@
dlyi
Since MR= np; andy; = Ajlyi we havew ly; = npiyi. And in symmetric equilibriunp; = 1 (all
the goods have the same price), hence
wi Ly =7Y. (3.9)
This tells us that payments to production workers use up pgstionz of total revenue (which is
Y).
Now we want to know more aboyt Assume that the mass of firms (1) is an endogenous
outcome, as ig: when there are few firms and few goods, the firms have a lot dfebpower
is low) and they make positive profits. This encourages eotnypetition stifens, and; declines.
In equilibrium there is a unit mass of firms ands such that profits are zero. So, what is the value
of n?
Take the FOC in labour productivi# ; to obtain (in symmetric equilibrium)
AAL =nY.
And take the FOC in research labour to obtain,
witLait = @Ai[ALit — ALt-1(1-6)]
then use the assumption of symmetric equilibrium, and theréfinition o above to show that

Witkat = oA[AL — Are-1(1-6)]
= A0+ 6)/(1+0).
Finally substitute in the FOC in labour productivity to oibta
wiLa =noY(6+6)/(1+6). (3.10)

This equation gives us the research costs of the represerfian.

The expressions for production-labour and research-tatmsts (3.9 and 3.10) can be used
to derive an expression for the profits made by firtire. revenue minus costs. Do this, and again
switch to the aggregate level assuming symmetric equilibri

7ii = PitYit — (Weelvie + Wil ait)
= [1-n[1+¢(O+0)/(1+O)] Y.

This tells us that if & n[1 + ¢(6+6)/(1+ 6)] > 0 then firmi will make positive profits, hence there
should be an incentive for further firms to enter, raisingttital mass of firms above 1. On the
other hand, if -n[1 + ¢(6 +6)/(1+ 6)] < 0 then firm profits are negative, and firms should exit
thus pushing down the total mass of firms. And given that amags of firms is an equilibrium,
we must have zero profits and hence

1=n[1+¢(0+6)/(1+0)].
Rearrange to obtain
B 1
T= T ge+0)/1+0)
Now we known, we can easily find an expression for research laliguusing equation
3.9. Since profits are zero then the sum of payments to primtuaiorkers and payments to
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research workers must be exactly Since payments to production workers ahéthis implies
that payments to research workers are )Y, so

wikla=(1-n)Y,
=(1-nw.Ly/n,

and La/Ly =(1-n)/n
=¢(6+6)/(1+6).

If we set¢ = 0.2, the period length to 10 yeas= 0.05, andd = 0.2 (so approximately 2 percent
per year) we obtaitha/Ly = 0.04. So four percent of resources are devoted to researclisin th
case.

3.7.4. Conclusions about endogenous growthiVe have shown how we can take an ‘exoge-
nous growth model’ in which workers devote a fixed proportiditheir time to research for no
obvious reason, and turn it into an endogenous growth madehich time spent on research is
the result of competing firms solving optimization problerisr our purposes, the key use of the
endogenous model will be in later chapters when we wish ttyaedow firms choose between
investment in alternative types of technology, such agitland ‘dirty’. However, growth models
such as the above raise a number of other issues relatindj¢y fir overall growth and welfare.

The key issue is that regulatory systems giving intelldguaperty rights to the discover-
ers of ideas tend to have two drawbacks. Firstly, the rilolslers use their position to restrict
production and drive up prices. This gives them profits, batso causes deadweight losses for
society. Secondly, despite this discoverers typicallylgeer net benefits from their discoveries
than the net benefit to society, which implies that incestitceperform research are ‘too weak’,
and hence too little research will be performed comparediatwould be socially optimal.

In order to boost research further, governments typicadbynsor research through research
subsidies, and also through dedicated organizations sigapby the government, such as uni-
versities. However, such subsidies are also fraught wifficdities. The problem here is that
it's very hard to make sure that the research paid for by theigunent is actually performed.
Furthermore, it is hard for the government to know what wchdgte been done in the absence
of a subsidy: maybe the firm just pockets the subsidy andesaom with research it would have
performed anyway. Theseffitulties are connected to the nature of ideas (non-rivalng)the
inherent uncertainty of the research process. If the gonent pays a firm to build a bridge, then
if the bridge is not built the government can sue. But if theeggament pays a firm to perform
some research, and the firm reports back at the end that #ercaglid not lead to any useful new
ideas, what can the government do? To provide state aid venrsitly research is of course a great
way to get out socially useful research for a small cost wdletributing to students’ education.
Right?
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3.A. Appendix: The Ramsey model with endogenous capital irsstment

The Solow model is good for explaining the medium-run evotlubf the capital stock, and
phenomena which are tightly linked to that. For instance, dountry’s capital stock is largely
destroyed due to a calamity such as war or an earthquakeobnw B1odel predicts that the capital
stock and GDP will recover rather rapidly, and the eviderezrdthis out (Figure 3.3).

A better model for doing the above—and many other things-késRamsey model, which
takes the Solow model and endogenizes the savingr#iat is, in the Ramsey model households
choose the balance between consumption and saving in ordentimize their utility, rather than
simply by following a rule of thumB# The result is that (for instance) a catastrophic loss of
capital may lead to a rise in the saving rate because of tlzagréfect of saving on growth, but a
countervailing decline in the saving rate due to the desisriooth consumption over time. What
actually happens depends on the balance between tliestse

We do not go into the solution of the Ramsey model, since thizeiyond the scope of this
book. However, you should know that the key to endogeniziegstvings rate is the household
utility function. Recall from the Introduction that we tygailly write a household utility maximiza-
tion problem as follows:

where uh= Z u(c)B.

HereU" is the net present value of the utility of househbjdi"(c;) is the instantaneous flow of
utility at time t, andg is the discount factor (which is less than 1). But what is threnf of the
instantaneous utility function™(c;)? The standard utility function used in the Ramsey model is
the CIES, as follows:

B Cl—o‘ -1

l1-0

As long aso- > 0 this implies that marginal utility is declining in consutigm, which means that
households have a preference for consumption smoothinghdfmore, sincg < 1 they also
have a preference for consuming now rather than later. Incanamy in which technological
progress drives consumption growth, both of these factditate against investment and towards
consumption today.

Note that in an open economy we should also allow for intéonat capital flows, which will
unambiguously favour rapid recovery from a negative shodapital.

3.B. Appendix: A model without capital

The above analysis shows that the analysis of the capitelt stod investment is principally
relevant for explaining medium-run fluctuations in GDPhetthan long-run trends. Since we
are interested in the long run in this book, this raises thestjon of whether we could simplify
matters by ignoring capital completelyffectively assuming that it grows in line wittfective
labour.

If we write the production function as

Y = ALL[K/(ALL)],

and note that in balanced growthgrows at the same rate AslL, soK/(A_L) is constant, then it
should be clear that in long-run analysis we lose little bydifying the production function to

Y=ALL

The same conclusion applies when we include resources prdigieiction function. Then we have
(for instance)

Y = ALL) M PKAR
= (AL K/(ALLPR.

The above argument breaks down if (for instance) changessiource flowsR are so great
that the overall growth rate changes significantly; grovetmot simply driven by increases in
AL, but is dfected in a major way by changesk In that case this will iect rates of capital
investment and the interest rate in the economy, and we @dtsovitch to an analysis including

14A1s0 called the Ramsey—Cass—Koopmans model. See Rams28) (T&ss (1965), Koopmans (1963).
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capital and based on the Ramsey model with endogenousnimeesand an endogenous interest
rate.



Part 2

Production under resource constraints






CHAPTER 4

The DHSS model

We now return to the neoclassical growth model of Chaptend,add a nonrenewable re-
source to the production function. We thus have the DHSS inoé start with two simplified
versions of the model: in the first of these the resource iigpfiked (land), and in the second
the flow of resourceR comes from a hon-renewable stock which is very large and lgemaous,
in which case increasing demand—driven by the increasiongymtivity of labour—drives in-
creases in resource extraction while nfieating the resource price. Next we consider the stan-
dard case in which a homogeneous resource is available iadtfixal quantity, and costs nothing
to extract. In this case, if the resource is essential toyetion then—if production is to be sus-
tainable—it must be extracted and consumed at a decreagmgver time, at least in the long
run. After noting the problems with all of the above casesgexend the model to allow for an
inhomogeneous stock of the resource. This greatly incsghaserealism of the model with regard
to resource supply, and throws the spotlight onto resownesathd, to which we turn in subsequent
chapters.

4.1. The DHSS model: two simplified versions

4.1.1. DHSS 1: Land (and ‘flow renewables’).We begin this chapter with a neoclassical
growth model with zero population growth, and add the needbfed in the production function.
Instead of land we can also think of a renewable resourcehwitows at an exogenous rate and
where there is no stock; consider for instance sunshing],vett.: the exogenous, constant flow
of the renewable resource is equivalent to the exogenounstamt quantity of land available. The
qguantity of land is simply fixed aR, and there is exogenous labour-augmenting technological
progress:

Y = (ALY PKORP
AL/AL = ga,
K = sY-6K.

To characterize the development of the economy, assumghtratexists a balanced growth path
on which all variables grow at constant rates. This impliet K/K is constant, which implies
(from the capital-accumulation equation) taf K — & is constant, implying in turn that the ratio
of productionY to capitalK is constant. This implies that/Y = K/K, and hence (diierentiating
the production function with respect to time and substityii

Y/Y=(1-a-pB)ga +aY/Y.
Rearrange to obtain

l-a-p8
Tioa O “-

This confirms the reasonableness of the original assumptienthat there exists a balanced
growth path on which all variables grow at constant ratesudfiqn (4.1) shows us that given
labour-augmenting technological progress, when0 (i.e. land is a non-negligible factor of pro-
duction) the growth rate of production is slowed. The unded reason why land in the produc-
tion function slows growth whereas capital does not is thatllis non-reproducible (by contrast
to capital).
The price of landwr can be obtained by considering the representative prodymefit-

maximization problem,

Oy =0y=

maxr = py(ALL)YPKYRE — (w L + Wk K + WgR).

1bHss stands for Dasgupta—Heal-Solow—Stiglitz. The modslaeveloped in the 1970s, the original papers being
Dasgupta and Heal (1974), Solow (1974), and Stiglitz (1974)
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Normalize the price of the final googy, to one. Then take the first-order conditiorRrio show
thatwr = 8Y/R, and hence that

WR/WRzY/Y

So the price of land tracks growth in GDP.

Finally, if we setg = 0 (implying that land is not important) then we obt@in = gy = ga, ,
just as we did in the basic neoclassical model with the pridiiunctionY = (A L)1"*K?. Note
that we also obtained the same result in the even simpler Inrodéich Y = A L.

How relevant is this model to reality? Clearly, the total plypof land is fixed. The only
testable prediction of the model (apart from results thatexar-less follow by assumption) is that
the price of land should grow at the overall growth rate. L-ong data on land prices is hard to
come by, but the prediction seems to be broadly correct.

4.1.2. DHSS 2: An abundant resource, costly to extractNow we consider a mineral
resource input instead of land. We assume that there is alasggy homogeneous stock of this
mineral (consider for instance iron ore). The input is gostl extract, since extraction requires
the use of labour, capital, and the resource input, inputstwtpuld otherwise have been used to
produce the final good. However, in the model we assume thibalur, capital, and resources
are used in the final-good sector, and that some of the goodsiped in this sector are then sent
to the extraction sector and used (without the need for amgranputs) in extractioR.There is
exogenous labour-augmenting technological progressotantotal final-good production by
and denoting final goods devoted to extractiorKase have

Y = (AL PKORE;

ALJAL =g
K = s(Y - X) - 6K;
R= ¢X.

Here¢ is a parameter determining the relative productivity of ithy@uts in extraction compared
to final-good production. The economy is illustrated in Fey4.1.

To solve the model, note first that total extraction costssarly X, since the price of the
final good is normalized to 1. And since we assume perfectetsyrihe resource priee is equal
to unit extraction costX/R, hence

WRr=1/¢.

Now, as previously, assume a b.g.p. and then characteriz@nita b.g.pK/K is constant,
which implies (from the capital-accumulation equatiorgtts(Y — X)/K — & is constant, implying
in turn thaty, X, andK all grow at equal rates, and hence (from the extraction fangR also
grows at this rate. Diierentiate the production function with respect to time, anldstitute for
K/K andR/Rto yield

Y/Y=(1-a-B)ga +aY/Y+BY/Y.
Rearrange to yield
Y/Y =0a, .
So the need for the resource imposes no brake at all on thetlyrate of production, since
resource use tracks production (by contrast to land, wisified).

Note that the predictions of this model do a pretty good jomatching the data in Figure
4.4, especially the left panel (metals): the resource fgicenstant, and resource extraction tracks
overall growth. The broad outline of the story told by the ralod simple and almost certainly
correct: on the demand side, technological progress drigesasing demand for the resource; on
the supply side, it implies that when a fixed proportion oblaband capital is devoted to resource
extraction, the flow of extraction increases exponentiatjle price remains constant.

The success of this simple model in accounting for histbdeda is striking, but so is its
unsuitability for predicting the future. The model preditthat resource extraction will continue
to increase exponentially, indefinitely. As mentioned ie thtroduction, the current physical
extraction rate of minerals is of the order of*2@onnes per year globally. Assume that this rate
continues to grow at the same rate as it has done over the Pastehrs, i.e. approximately 3
percent per year. Then extraction would be multiplied by@da?0 each century, and in 700
years we would be mining and using minerals roughly equdiecentire earth’s crusvery year

2This way of formulating the model is simpler, and equivalastiong as there is fiicient symmetry between the
final-good production function and the resource extradlimrction.
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Ficure 4.1. A schematic diagram showing the economy with an undichie-
source, costly to extract.

based on a figure of210'° tonnes for the Earth’s crust. To predict the future we cleaded a
model with limited, inhomogeneous resource stocks. Thieafethis part of the book is devoted
to such models.

4.2. The standard DHS$Hotelling model: A limited resource, costless to extract

In the previous section we had a resource that was costlyttaatout available in unlimited
guantity. Now we go the other way and assume a resource whfobd to extract but available in
a known, finite quantity. This takes us into the heart of thexditure from the 20th century, with
the Hotelling rule from 1931 and the DHSS model from 1974.

4.2.1. General set-up.Compared to the models above we now need to add an equation
limiting total resource use to no more th&nthe exogenous level of the total stock. On the other
hand, there are no extraction costs. However, we add a fixe@df@opulation growtm, and we
generalize from the above models (and from Solow) by allgwifire saving rate to vary, so instead
of fixing this rate atswe simply state that investment is thefdrence between productidhand
consumptiorC.

Y = K'RE(ALL)1 A

AL/AL=ga
L/L=n
K=Y-C-6K

Szf Reat.
0

Finally, utility is some function of the consumption patheoa specified time period. Typically
we haveU = fom u(c(t))e 't wherep is the pure rate of time preference, but (for instance) Solow
uses a maximin utility function.

Note that we can keep producing final goodgven ask approaches zero; so if the final
good is hammers, and the resource input is iron, we can makalamited number of hammers
from a fixed stock of iron (without recycling). The model isughset up from the start to favour
feasibility of sustainable production @@, = 0) and sustainable growth (@fa, > 0). Note that
with a different choice of production function—such as Leontief—we n#e out the above
property directly; given Leontief (and no resource-augtimgrtechnological progress), you need
x grams of iron per hammer, full stop.

In the original models—see for instance Dasgupta and H&d4)land Solow (1974)—it
is common to set depreciatiagh= 0, and the rate of technological progress = 0. We can
then study whether capital accumulation can—in the verg lam—compensate for necessary
reductions in the flow of resources to allow constant pradactHowever, in this book we are
interested in explaining and predicting phenomena in reahemies, so we assume tlg is
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strictly positive. Regarding we set it to zero initially, but only for convenience; laterwe show
that the results are essentially unchanged with positive

4.2.2. Exogenous technological progres®Vhat if we have the general set-up above, with
ga,_ > 0, afixed saving ratg, andn=§ = 0? That s,

Y = KRE(ALL) A,
AL/AL = ga,,
K =sY

s> [ Rat
0

Under these circumstances it is easy to show that we canairacdnstant consumption if we set
its initial level low enough.

(1) First assume balanced growth, i.e. all growth rates anstant.
(2) Second, note that for any initial level of resource BRsave can always find a rate of
decay in resource consumpti@isuch that the resource is asymptotically exhausted:

S- fo Roe™dt = [~(Ro/6)e IS = Ro/.

The lower isRy/S, the lower is the rate of declire

(3) Third, note that ifY grows at some constant rage, while a constant proportios is
invested, and/K is constant, theiY/K must also be constant. Thisand K must
grow at the same ratgy = g,. This follows sinceK/K = sY/K.

(4) Fourth, diterentiate the production function w.r.t. time and gse= g, to find an ex-
pression fogy in balanced growth:

_(1- L) _ B9

9= (1 -/ 1y

So by choosing initial resource consumption, and hé&hee can choose the long-run growth rate
gy up to a maximum ofa, [1-8/(1-@)].

Recall that when the flow of resource input was fixed (the caseland), we had

4.2)

9= (175 o

This is identical to the expression above whieapproaches zero, as we would expect, since when
0 = 0 the resource flow is constant. Puffdiently, the need for resource flows to decline puts a
penalty on to the growth rate.

4.2.3. Hotelling. What will the solution be in a market economy? To answer thissgjon
we need to know the resource price. The resource is free taatxbut because it is available in
finite quantity it isscarceand hence it will have a non-zero price on the market due tcitga
rent (also known as Hotelling rent, resource rent, etc.).

Imagine you own a stock of some resource, which you keep imge lpressurized under-
ground tank. To extract the resource, you simply turn the Yap have no alternative uses for the
tank once the resource is exhausted, and there are no emémal considerations.

yVv vy

In order to decide when to extract the resource you consiaeptice path. Is the resource
pricewg increasing over time? If so, then all else equal you will kikepresource and sell it later.
On the other hand, if you extract and sell the resource tharcgo put the money in the bank, and
it will grow at ratew,, wherewy, is the interest rate (we express it this way to emphasizétileat
interest rate is the rental price of money). So your rule extwact if the resource price is rising at



4.2. THE STANDARD DHSEHOTELLING MODEL: A LIMITED RESOURCE, COSTLESS TO EXTRACT 51

a rate slower thawy,, and not extract if the price is rising at a rate faster than If wg/wr = W
then you are indferent.

Now imagine you are one of a vast number of such resource t&klethe market for selling
the resource is competitive (as are all other markets in toa@my). How do the others plan
their extraction? Presumably, they think the same way asigoéssume that the current price is
high, and thus all resource owners expect slowly-risinggsiin the future; then everyone wants
to sell. Now assume instead that the current price is low,thod all resource owners expect
rapidly-rising prices; then no-one wants to sell. In therier case—when everyone wants to sell

—the price must drop in a discrete step down until it reachgsiat at which it is no longer the
case that everyone wants to sell. In the latter case it meestmia discrete step up until it reaches
a point at which it is no longer the case that no-one wantsIto $he equilibrium price is the
same in both cases; it is the point from which the price is etqukto rise at exactly the rate of
interest. At this point resource owners are filient between holding on to their resources and
selling their resources: we have an equilibrium.

We have thus intuited the equilibrium price path for the tese:

wherewg is the price of the resource amg, is the price of (borrowing) money, i.e. the interest
rate.

C=(1-s)Y

I=sY

"n" M<R

Ficure 4.2. A schematic diagram showing the economy with a limiesurce,
free to extract.

Now return to the overall model, which is illustrated in Rig4.2. Given perfect markets we
know that the Hotelling rule must be obeyed, i.e.

WR/WR = Wmn.

But the resource price is just the marginal product of thewese for the representative producer,
ie.

Wk = AY/R.

Differentiate this expression and use the Hotelling result,camdesult regarding the b.g.p., to
show that on a b.g.p. we have

Wm = WR/WR = (ga_+0)[1-8/(1-a)].

If the interest ratevy, is simply equal to the pure rate of time preferepeebased on the simplest
possible model of preferences over tirhes f0°° ciePldt—then we have

_ P _
9_1—,3/(1—(1) gAL’

so the optimal rate of decline of resource use is increasiriyé degree of impatience of agents
(0) and in the weight of resources in the production functigyn but decreasing in the rate of



52 4. THE DHSS MODEL

technological progresg,, . We can now put this back into the equation dgrto yield

o . B/(-a)
gY—gAL pl_ﬂ/(l_a)’
and hence 0 =p-—0y.

So the growth penalty due to the need to gradually cut resaonsumption depends on the rate
of time preference and the weight of the resource in the production function gared to the
weight of labour. Note that for a meaningful solution we riegthatp > gy. (Among other things,
the rate of decline of resource use must be strictly posjtive

As an exercise, you should redo the above assuming capjiedciation at raté. You should
find that it makes no dlierence, since when capital depreciates We_ih%a/(.lé =sYK-¢. Ona
b.g.p. (withK/K constant) this again implies thétK is constant, hencé/Y = K/K, just as when
6 was zero. Since capital still grows at the same rate as d¢y@raluction in this economy, we
obtain the same result for the growth rate. Note howeverttiedevel of production at a given
time will be lower given depreciation, since the stock ofitalpwill be lower. More precisely,
assume an economy in whiéh= 0 is on its b.g.p. Now assume that, suddenly, the capitakstoc
starts to depreciate at rade> 0; then the economy will shift gradually towards a new b.gmp.
which (a) the level off at a given time is lower than on the previous b.g.p., and @ytiowth rate
of Y is the same. This shiftis illustrated in Figure 4.3.

6 T T T T T T T T T
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years

Ficure 4.3. The transition from one b.g.p. to another (lower) b,gfters in-
creases from 0 to.0. Note that the figure is for a discrete-time economy with
the following parametersy = 0.33; 8 = 0.05; 60 = 0.1 (assumed exogenous and
constant)s= 0.2; ga, = 0.03. The economy starts with a capital stock such that
it is on the initial b.g.p.

Note that we also requireteansversality conditiotio solve the model fully. It is not enough
to know the rate of change of prices, we must also know the levthe price as some point
in time. There are two particularly simple possibilitiesiedis that the resource should only be
exhausted asymptotically, the other is that the price shbelequal to some backstop price at the
time of exhaustion. For the case of exhaustion with a bapkstslower rate of price increase
implies (for a given transversality condition) that thetiadi price must be higher, and hence the
initial price path will be higher and the date of exhaustidth e put back®

4.2.4. Hartwick. The majority of the older literature focused on the case withechnolog-
ical progress, i.ega, = 0. Then we know straight away (from the Solow model) that tomg
growth is not possible, since there are diminishing rettonsapital accumulation. This conclu-
sion is strengthened when there are also resource constraom-negative growth is impossible
in the baseline case with a fixed resource stock free to eéxt@een such a stock, the extraction
rate must approach zero in the long run, and the only way topemsate is if the capital stock

Sa full analysis of how transversality conditions help us édve dynamic optimization problems is beyond the scope
of this book.
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Ficure 4.4. Long-run growth in consumption and prices, comparegkoavth
in global product, for (a) Metals, and (b) Primary energyiroombustion.

(and hence als&/Y) approaches infinity. But this is impossible to sustain ia gresence of
depreciation.

The response to these results was not to reject the modebketithtechnological progress,
but instead to do further violence to the original Solow get-having taken away technological
progress, the next step was to take away capital depratiatovell. In this set-up long-run
growth remains impossible (due to diminishing returns tpited) but sustaining production and
consumption may be possible: all that is required isfadantly high rate of capital investment.
How high is stficiently high? This question is tied up with the famous Hactiule. For an
analysis of this rule see Appendix 4.B.

4.2.5. Historical data. Recall that the key results of the DH&®telling model are that on
a balanced growth path the following relationships showld h

g = gn —pBLA=)
Y AL pl—ﬂ/(l—a)
and 6=p-0y,

while WR/WR = p.

Hered is the rate of decline of resource use over timés the pure rate of time preference, and
WR is the resource price. Furthermoreandg are the respective factor shares of capital and
the resource in final-good production. The results show lmaneed for resource inpuis ¥ 0)
puts a penalty on the growth rate that can be sustained inctheoeny. The size of the penalty
is increasing in the rate of time preferenpeand the weight of the resource in the production
function,. Furthermore, we see that resource use declines at a coratgrand that the resource
price increases rapidly (recall that- gy).

How do these results match up to the data for real economibs?aiiswer to this question
is to be found in Figure 4.4, which builds on Figure 1.3. Hewe see that—far from declin-
ing exponentially—resource and energy use have risen exyiatly, tracking global product.
Furthermore, the prices of resources and energy have beerkably constant in the long run,
whereas according to the model they should grow faster thevabproduct (the discount rate is
always faster than the growth rate in optimal growth mode®s) the model predictions seem to
be completely, hopelessly wrong.

Things are perhaps not as bad as they seem for the DHSS mobelre@son is that the
problems can all be traced to the same root, which is the witdlorrect model of the resource
extraction sector. Resources are not in reality availabkefixed known quantity, free to extract.
Instead they are expensive to extract, and furthermoredhts of extraction vary in a complex
way due to factors such as technological change and cuwmikstiraction (as more is extracted
we must dig deeper, raising costs).

Recall our previous model in which resource stocks weranitéd and extraction costs con-
stant. This model did a much better job of fitting the data,dtuhe expense of ignoring resource
scarcity, making it useless for very long run analyses. értéxt section we develop a model in
which we allow for both extraction costs and scarcity.
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4.3. An extended DHSS model: A limited resource, costly to évact

We have established that the scarcity rent of major nonwahke resources is currently low.
However, we also know that in the very long run the rate ofamtton of non-renewable resources
cannot keep on increasing as it has over the last century.wilbthis slowdown occur, and what
will happen to prices and the scarcity rent?

The above analysis shows that we need a model with both &gimamosts and limits on
resource stocks. With such a model we have a chance of bothimixyy historical data and
predicting the future. The simplest thing to do is to assuha marginal extraction costs are
constantc. Continue to write the price asgr, and the resource rent as Then (in the case with
perfect competition) the price is the sum of the resourceaad the extraction costyr = 1 +¢,
and sincec is constantvg = A. The resource rent rises at the interest ratel € wiy,) and the
modified Hotelling rule is

R e WRC
WR WR

So whenc = 0 this reduces to the original rule, but wheapproachesir (implying that the re-
source rent is only a small proportion of the total priceg¢rtg/wr approaches zero, i.e. constant
price.

Unfortunately the model with constant extraction costsilisadl-too naive compared to reality
in which a variety of factorsféect extraction costs. Consider the picture below, and usthélp
try to identify as many such factors as you can. Furthernuategorize them according to whether
they should make extraction costs rise or fall over time.
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The three key factors are the wages paid to workers, thettyativity, and the depth of
the resource (where the latter should be interpreted byasdthe physical quality of resource
deposits). Both wages and productivity should rise oveetiend these trends may be expected
to cancel each other out. (Why?) Depth should also rise aver, thence overall it seems that
we should expect resource prices to rise over time. Notethioif the ‘width’ of the resource
stock increases, then the rate of increase in depth for a gixteaction rate will be lower. We now
capture this—and more—in a simple model, based on the monples model of Hart (2016).

4.3.1. The basic environment.The basic model is illustrated in Figure 4.5. There is a con-
stant population and utility is a linear function of consuip of the aggregate good

U= f e Y,dt.
0

The interest rate is thus constant and equal fdhe price of the final good is normalized to 1. All
markets are perfect—there are many resource owners, angdfmahgood producers.

As we can see in Figure 4.5, labour is allocated either to-fjoald production or to extraction.
The extraction rate grows linearly iffective labour inputsixLx, whereAx (productivity) grows
exogenously. However, the rate declinestiy, which we denote ‘economic depth’. Economic
depth is the exponential of the physical depth of the matgesource,D. The physical depth
increases over time, with the rate of increasequal to the rate of extraction divided by the
surface area of the resourge, The resource floi is one of two inputs into final-good production,
the other being féective labourAyLy, whereAy grows exogenously. It follows that the rate of
increase in economic dep&p is simply X/, so given a constant rate of extraction, the economic
depth increases at a constant rate. For simplicity, we asshat labour productivity rises at the
same rate in both sectors, éQ/Ay = Ax/Ax = 0. Finally, as hinted at in Figure 4.5, there is a
limit to the depth at which the resource can be extracted.
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Ficure 4.5. A schematic diagram showing the economy with an inhanog
neous resource, costly to extract.

To solve the model at a given time, the key is that the margévanue product of the resource
in the final-good sector must be equal to the price at which{rigfgresentative) extraction firm is
willing to sell the resource. This price will be equal to thersof the marginal extraction cost
and the resource rent (which the extraction firm must payeaelource owner). Calculating the
resource rentis tricky, so we ‘park’ the rent and simply deritrx. Furthermore, for convenience
we define

ry =rx/wi,

wherew_is the wage. Soy is a (re)normalized resource rent. The other two terms eaigbtfor-
ward. The MRP of the resource is obtained directly from thedpction function, and marginal
extraction costs are simply total extraction costs divicgextracted quantity (since the extraction
function is linear). Put this all together and rearrangelttaim

-1
07 AD
X=——+r%] .
1-a (Ax X)
Now assume @rimitive economy in whichAy and Ax are both very small. What happens
in the short run, and in the long run? Since labour produgtigilow, both resource extractiof
and final-good productiod must be low. This implies that the rate of increase of thellepthe

resource must also be low. In the limit (when this rate oféase is extremely low), the resource
rent must be zero since extraction has a negligiitce on the size of the stock. So then we have

_ @ A
T 1-aAp’

And sinceAp is efectively constant (when the extraction rate is very lowg éxtraction rate
grows at the same rate as extraction productivity, i.e.tatya It follows (by inspection) that the
allocation of labour is constant, as is the resource pricettis have a simplified version of the
DHSS model with an abundant but costly resource, as in Sedtih2. (The simplification is that
there is no capital.) And in the limit of very low productiyjtve have a balanced growth path:

Y/Y =6a
X/X =60p
wxX =a¥Y

Wx/Wx =0.
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Starting in the primitive economy, over time the level ofdab productivity, and with it the
rate of resource extraction, will increase. Gradually,tddp will also start to increase signifi-
cantly. And when depth increases, the resource price widl te increase, braking the increase in
the extraction rate. Here we show that there exists a secgmul Jon which the extraction rake
is constant, and production, the resource rent, and theires@rice all grow at the same rafi,
Crucially, for balanced growth we have

X = @b,
implying that
Ap/Ap = 6p.

Hence the increase in economic depth exactly balancesdtesise in labour productivity, holding
the extraction rate constant for the given labour allocatiextraction. Since resource use is not
growing, final-good productiolf grows slightly more slowly than on the previous b.g.p., whil
the resource price tracké

Y/Y =(1-a)ba
X/X=0
wx X =a¥

Wy /Wy = Y/ Y.

Note also that on this b.g.p. the resource rent will also gabtiie overall growth raté.

For the b.g.p. derived above to hold, we must be a long way fiwertime of exhaustion.
The reason is that as exhaustion approaches, the resontesilfgise faster thard, because in
addition to the increasing depth, extraction will also grthe time of exhaustion closer. This is
the standard reason for the existence of a resource rerghwapplies when the resource stock is
homogeneous. When exhaustion is very close then (if theiresds essential for production) the
resource price must be very high and the extraction rateleeryand hence the depth essentially
constant. In the limit we have a simple Hotelling economy Irich extraction costs are zero (since
depth is &ectively constant, the rising extraction productivity pas extraction costs towards
zero) and the resource price rises at the interestaaté/e leave it to the reader to derive the
equations for the rates of change of the other variablesemtbdel on this growth path. Note
however that the path fiers from the others in that labour allocation changes owge:tias the
resource price rises at the discount ratend extraction declines, extraction labour also declines,
approaching zero. Resource extraction also approacheswvzih the resource being exhausted
asymptotically.

4.3.2. Economic development in theory and practiceWe now turn to the use of the model
to understand real economies. First note that to do so we gengtralize the model to allow for
different types of resource stock, e.g. stocks where abunda&utiees with depth, or first in-
creases and then declines. Such a model is developed in2d), Based on this model we
first discuss transition paths in general, then we look aspleeific cases of copper and petroleum.
The parameterizations are illustrative rather than $grigtedictive, the main reason being the
great uncertainty concerning many of the assumptions. mesless, the model succeeds in ex-
plaining observations from the last 100 years, and makearapfly reasonable predictions for
the next several hundred in the cases of oil and copper.

Transition paths.The overall picture emerging from the model is straightfamv In the
case of a strictly limited resource which is essential farduction then we expect the economy
to pass through three phases. In the initial or frontier pliasource depth is constant, extraction
increases rapidly, and the resource price is roughly cahska the mature phase resource depth
increases, the rate of increase of extraction is moderatadl the resource price rises. In the
exhaustion phase the depth is again constant, the extmaetie approaches zero, and the price
rises at the interest rate.

The case of a strictly limited and essential resource is kieweot very realistic. The only
truly non-renewable and essential resource is energy,riargg is not limited since we have the
option of harvesting the inflow of energy from the sun. On ttieeohand, although minerals such
as metals are of course in strictly limited supply they arecomsumed in the production process,
hence we have the option of recycling. Furthermore, if weuoon each metal separately then

4The reason that there is a resource rent is that extractswurees today means that deeper resources must be
extracted (at greater cost) tomorrow.
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none of them are essential to the production process: if atalmmuns out (including options for
recycling) then we will of course do without it, substitudiit with other materials.

Since there are—very generally—substitutes for non-ratdéswesources it is important to
include this fact in the model. The simplest way to do so isssuane @ackstop resourge.e. a
substitute available in unlimited quantity at an exogenmice. When the resource price hits the
backstop price extraction stops. Clearly at this point tla& of remaining resource stocks is zero,
implying that the the scarcity reiitis zero. We can solve the model in this case, and the behaviour
of the economy as the backstop price is approached dependstuengly on that price: if the
backstop price is very high then the behaviour of the econaitiypbe similar to the exhaustion
phase as the backstop price is approached, with rapidlgasang price and declining extraction.
On the other hand, if the backstop price is ‘moderate’ themtature b.g.p. may evolve seamlessly
into the backstop economy, and if the backstop price is v@mwthen the mature b.g.p. may never
be approached: instead, the frontier economy may evoleettiirinto the backstop economy.

Copper. The parameterization of the model for copper is complexgesthere are two key
dimensions along which the quality of copper deposits gari€he first of these is grade (the
fraction of copper in the rock, by mass), and the second ishdepombining grade and depth
into one measure of ‘depth—gradg’ we obtain the relationship described in Figure 4.6. Here
we see that extraction so far is only scratching the surféd¢etal stocks, and furthermore that
marginal stocks are (for now) rapidly increasing in depthrtfrermore, our calculations suggest
that depth—grads is only relatively weakly linked to ‘economic depti): a, = r342. This leads
to the result that the upward pressure on copper prices dnereasing depth is weak and will
remain so for a long time into the future.
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Ficure 4.6. The relationship between the combined measure of depthrade,

ry, and cross-sectional ar@afor copper, based on our interpretation of the
literature (continuous line), and the parameterizatiomwf economic model
(dashed line). Notice theflierence in scale on the two panels. The shaded area
shows extraction from 1900-201175x 10° tons, and the dotted lines show
the relationship between depth and cross-section laydaysr.

Feeding all this into the overall general-equilibrium mbae obtain the results shown in
Figure 4.7. The economy starts close to the first b.g.p. whjgtlies for the initial stock, and
price declines by around®percent per year. Once the initial stock is used up in 20®&4dte of
increase in depth, increases, and the economy starts moving towards the séappdon which
price rises by B percent per year. Finally, from around 2200 the scarcity séarts to rise as
exhaustion approaches, at least in the case with a high fopgisce. With a low backstop price
the scarcity rent hardly rises, and exhaustion occurs a éaxsyearlier. Note the close agreement
between the model and observed trends in prices and exinaeties.

Petroleum.If the copper simulation is an advertisement for the powethef model, the
petroleum simulation highlights its weaknesses. Theretaoekey aspects of the petroleum
market which the model cannot handle as it stands: firsty stgnificance of market power in
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Ficure 4.7. Observed price and extraction rate of copper, and tthes pé price
and extraction rate—up to the time of exhaustion—predittedhe model.
Two model scenarios are shown, whiclifei in the assumed backstop price.
Note that the extraction rate is plotted on a (natural) litgaric scale, normal-
ized by the rate in 2000. Prices are in 1998 USD.

the petroleum market, and secondly the inextricable lirddsvben petroleum and its substitutes,
including natural gas, coal, and other energy sources ssiclue@ear power. Of course, market
power and substitutes also exist in the market for coppernhair scale and influence is greater
in the oil market. Concerning market power, consider fotanse the fact that petroleum extrac-
tion occurs simultaneously from deposits for which margadraction costs dier by a factor

of 5 or more (compare for instance the Ghawar field in Saudbiartéo the Athabasca oil sands
of Alberta). Concerning substitutes, petroleum demanthiget tightly to markets for coal and
other energy sources, and strongffeated by technological change. Consider for instance the
substitution from coal to oil driven by the development aefinement of the internal combus-
tion engine. Given these problems—uwhich are evident in feigud—the model calibration is at
best illustrative, showing possible future scenarios @ghlighting the éfect of backstop energy
sources.

The data regarding petroleum resources in the ground amrtairc Furthermore, the data
regarding the cost of extraction of these resources areraeee uncertain. The most frequently
cited paper on the subject is probably Rogner (1997). How®&a@gner’s curve relating cumula-
tive extraction to extraction cost (see for instance hisuFég6) shows estimated extraction cost
at the time of extractionlts calculation must therefore involve (implicit or exgit) calculations
of (i) current extraction costs, (ii) expected decline intragtion costs, and (iii) expected rate of
extraction. Since we model the latter two, we need data ofirgidactor alone, i.e. unit extraction
costs for each type of deposit making up the reserves, isftdle extraction were to be carried out
today. This is estimated by the International Energy Agendheir World Energy Outlook 2008
(p-218). The data are very approximate, but can be broadtyrarized as follows: considering
initial resource stocks, there was a large rather homogensiock of easily accessible stocks,
approximately 2000 billion barrels at an economic depthrofiad 18 US[barrel. Regarding the
remaining stocks—about 7000 billion barrels—economictldep rises approximately linearly
with cumulative extraction, reaching approximately 11504%arrel for the deepest stocks. We
capture this in the model by assuming an initial stock witlv b (y = —2.2), so that the entire
near-homogeneous stock is at a depth of 10-20, switchingetaéeper stock witly = 1 from
20-115. The cross-section of the second stock is deternbipéd size (assumed to be76< 10°
barrels), and the parameters for the first stock are then byatie limits on depth (10-20), the
size (23x 10° barrels), and the need forto be continuous over the boundary between the stocks.
The result is shown in Figure 4.8. Note that the curve shovitsextraction costs, in 2008 USD
with today’s technology, for all petroleum resources inlihg the (hypothetical) current extrac-
tion cost of resources already extracted. (Note that werggtiee fact that a significant proportion
of cumulative extraction has been from deeper stocks.)
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Ficure 4.8. The relationship between economic depth,and cross-sectional
aream for oil, based on our interpretation of the InternationakEyy Agency
World Energy Outlook 2008. Depth is measured in 2008 USD, enods-
sectional area in billion barrels per USD. The shaded arewskextraction
from 1900—-2008, 1100 billion barrels.

Having parameterized the model, and given the assumptiout &ve total stock of resources,
the future development of prices and quantities prediciethb model depends on what we as-
sume about the price of the backstop (i.e. the substitutegilfthat will take over when oil is
exhausted or too expensive). Here we make two alternatsumngstions to demonstrate the role
played by the backstop resource. In the first case we asswane liackstop is available at a fixed
price of 150 US dollars (2011); in the second case we assuaha thackstop is availabtedayat
that price, and that this price will decline at the rédg—6ay; that is, the backstop price declines as
long as manufacturing productivity growth outstrips TFBwgth. The result is that the backstop
price is around 65 USD at the time of exhaustion, rather tfdh 1
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Ficure 4.9. Observed price and extraction rate of petroleum, aedptths

of price and extraction rate—up to the time of exhaustionedfted by the
model. Two model scenarios are shown, whicfiiediin the assumed backstop
price. Note that the extraction rate is plotted on a logarithscale, normal-
ized by the rate in 2000. Prices are in 2012 USD. Scenariogintmus lines,
backstop price 150 USD (year 2012); dashed lines, currezksbap price 150
USD, declining at a raté,x — 6ay per year. Price data from BP (2012), consump-
tion data from Boden et al. (2012), assuming a linear reiatip between C®
emissions and petroleum consumption.
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The results are as follows. Note first that there is no marketep in the model economy,
hence the results are what the model predicts in an econonilasto the actual global economy
but without the exercise of market power by oil producerstning now to the results, up to the
exhaustion of the upper stock, depth is almost constansdéeity rent is close to zero, and price
declines at a rate equal to thdfdrence between the growth rates of extraction productanty
labour productivity in final-good production, i.e83ercent per year. However, as the upper stock
nears exhaustion depth starts to rise at a significant natithe economy heads back towards the
b.g.p. for the stock, for whicly = 1; the mature extraction phase. On this b.g.p. the growéhafat
extraction is halved, the resource price rises l§y/fercent per year, and the scarcity rent makes
up 21 percent of the price.

In the latter half of the 21st century the price paths of therahtive backstop scenarios di-
verge significantly: the upper path (high backstop pricglightly above the b.g.p. price path,
while the lower path is below it. Hence when the backstopepisdixed at 150 USD the scarcity
rent rises above 21 percent of the total price as exhaustiproaches, whereas given the lower
backstop price the rate of price increase slows down as etbawapproaches, and the rent actu-
ally declines as a proportion of the price.

4.3.3. Sensitivity of the model to assumptionsThe above simulations are sensitive to the
assumptions made, the most uncertain of which are thosediagguture demand, and future
development of extraction productivity. On the one hand,assumption about future demand is
essentially at the upper bound of what is realistic, i.et ttgamand per capita continues to grow
indefinitely at a similar rate to the rate observed over tee180 years. At least two factors might
be expected to lead to lower future demand: firstly, if gladp@wth slows in the long run, and
secondly if there is a transition from ‘early’ growth basedmanufacturing and hence resources,
and ‘post-industrial’ growth based on services and henceud The dfect of lower demand
would be to reduce extraction rates and hence also reducgrdieh rate of prices predicted
by the model. On the other hand, our assumption regardingdidevelopment of extraction
productivity is also an upper bound; again, we assume thairitinues to increase indefinitely.
This is unlikely, not least because in reality resourceastion requires energy, and there are
physical limits to the fiiciency with which this energy can be used. Since these lanéslready
coming close in some cases, this implies that even if laboodyrctivity continues to increase,
energy productivity will not do so and hence the proportibthe energy cost in the unit cost will
rise, and the rise of overall extraction productivity withw. This assumption therefore biases the
results towards lower prices and higher extraction rates #re likely to be observed.

The dfect of assuming both lower future demand and lower prodiagyrowth rates in ex-
traction is therefore that the price path is likely to be tigkly unchanged, whereas the extraction
path will be lower. Furthermore, the proportion of the pa@eounted for by the scarcity rent will
be lower. Given a finite stock, the lower extraction path V&#d to later exhaustion, and hence
any price spike as exhaustion approaches is also likely ttelzgyed.

4.4. Limitations of the Cobb—Douglas production function

So far in this chapter we have discussed alternative assumspabout the nature of natural
resource stocks, arriving (in Section 4.3) at a reasonadrgal model which can be used to both
explain historical observations and predict future trendswever, we have scarcely discussed
how natural resources enter into the production functibturhs out that the choice of the Cobb—
Douglas production function is an even bigger problem fer@tdSS model than the assumption
of finite resource stocks, free to extract.

The choice of the Cobb—Douglas was quite extensively desalis the original papers. For
instance, Dasgupta and Heal consider a more general (CB8ygfon function, but note that
(p-14) “Only the Cobb-Douglas form may be said to have priggethat are reasonable at the

S5Note that after the transition to the deeper stock with 1 the economy approaches the mature b.g.p. for that stock
from above i.e. the state variableis above its level in the steady state. As the economy appesabe new b.g.p falls
back, which is why prices rise quite steeply throughout thet 2entury.

670 get a feel for the sizes of demand changes in the model, n&der each simulation in turn. For copper, the
extraction rate peaks at around 50 times the observed rgeaim2000. Compare this to the arbitrary assumption that the
entire future global population consumes copper at the sateas the average U.S. citizen in year 2000; this would lead
to a global extraction rate approximately3@imes greater than that observed in 2000. If demand lev&is this way
then the copper stocks will last for many centuries rathan last two or three. For petroleum, the extraction rate é th
model peaks at around 3 times the year 2000 rate, which igHassthe rate which would arise if all countries matched
the U.S. per-capita rate from year 2000.
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corner”, and (p.17) “The Cobb-Douglas case is particulargresting since the analysis can rel-
atively easily be taken furthef.Similarly to Dasgupta and Heal, Solow (1974) moots the idea o
using a production function other than Cobb—Douglas, batkales (p.34) that “Any extra gen-
erality [gained by departing from Cobb—Douglas] hardlynssavorth striving for.” And Stiglitz
(1974) sets up exactly the above model, again mentionimgraltive production functions but
stating (p.124) that Cobb—Douglas case is “special, butentral”.

On the other hand, criticism of the DHSS model from (for ins&) ecological economists
has often focused on how resources enter the productiotidan€onsider for instance Herman
Daly’s critique of Solow—Stiglitz [i.e. DHSS], Daly (199p) 263:

In the Solow-Stiglitz variant, to make a cake we need not tdmdycook and
his kitchen, but also some non-zero amount of flour, sugas,eetc. This
seems a great step forward until we realize that we could makeake a
thousand times bigger with no extra ingredients, if we simpbuld stir faster
and use bigger bowls and ovens.

The point here is that given the Cobb—Douglas productiontfan (especially with the parameter
values typically chosen, with = 0.3 andB no greater than.05) we can greatly increase produc-
tion of final goods (cake) from a given flow of resources (imigats) by either increasing inputs
of effective labour (i.e. stirring faster) or capital (bigger Bew This clearly makes no sense at
the short-run, disaggregated level of analysis.

Macroeconomic models, building on aggregate productiontfons, are always gross simpli-
fications of reality, and it is frequently claimed that we dé@interpret the production function of
the DHSS model flexibly. Taken literally, the model showsitasubstituting for resource flows
in the production function, where that ‘capital’ is simptyrégone consumption of the single final
good. But Groth (2007) p.10-11 argues that capital accuimunlahould be interpreted as a move
towards clean technology, recycling, substitution betwiaputs, and changes in the composition
of final output. However, the problem with this approach isttthe interpretation of the model
is so far removed from its actual assumptions as to make thiehmoeaningless and impossible
to test. Put dierently, if we really think that moves towards clean teclgg| recycling, substi-
tution between inputs, and changes in the composition dfdimig@ut are the key to sustainability,
then we should build models in which these processes areilyphccounted for, and find ways
of testing the strengths of thesdfdrent processes and hence their ability to deliver sudikina
growth.

The point is €ectively conceded by the authors of the DHSS model themselReior to
the development of the DHSS model, Solow (1973)—in an esssravhe is unconstrained by
the need for mathematical formalism—argued for the abdlftthe economy to adapt to resource
scarcity. In this context he sets out a series of mechanisrkeya without ranking them in impor-
tance; ironically, the DHSS mechanism—Solow’s focus insagjuent quantitative modelling—
is not mentioned at all. Regarding demand for resource inpatow sets out three mechanisms:

(1) Increase—through technological change —resouffogency in production of one or
more product categories;

(2) Substitute on the consumption side away from produegates in which the produc-
tion process is resource-intensive.

(3) Increase—through technological change—tffeciency of an alternative (substitute)
resource in production of one or more product categories.

Solow pays less attention to the supply of resources, but thhe have improving technology of
extraction and—working in the other direction—the impasiement of deposits. He could also
have mentioned recycling.

In the same vein, Dasgupta (1993) also discusses our atulispbstitute for physical re-
sources in the production process. Dasgupta argues thmatatenine ways in producers can sub-
stitute for non-renewable resource inputs, of which 7 affedint forms of technological progress,
number 8 is switching to lower-grade inputs, and number Bastiechanism of the DHSS model,
i.e. the substitution of capital for resources. Dasguptaits(p.1115) that this last mechanism is
‘limited’, indeed ‘beyond a point fixed capital in produatis complementary to resources’.

Why did literature focus for so long on the substitution gbital for resources? One possible
answer is to be found in a quote from Solow (1974) (pages 10-11

"Interestingly, the last section of the paper is devoted texéended model in which a technological leap—occurring
exogenously and at unknown time—allows the use of an aligent the exhaustible resource which arrives in a constant
inexhaustible flow. This is related to mechanism 3 definedviel
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Itis clear without any technical apparatus that the seriess of the resource-
exhaustion problem must depend in an important way on twedaspf the
technology: first, the likelihood of technical progresqesdally natural-res-
ource-saving technical progress, and, second, the easewvith other fac-
tors of production, especially labor and reproducible dptan be substi-
tuted for exhaustible resources in production.

My own practice, in working on this problem, has been to tesathe
central case (though not the only case) the assumption ofteehnological
progress. This is not because | think resource-saving tiarenare unlikely
or that their capacity to save resources is fundamentaliitdd. Quite the
contrary ... | think there is virtue in analyzing the zergHeical-progress
case because it is easy to see how technical progress careratid perhaps
eliminate the drag on economic welfare exercised by natesadurce scarcity.
The more important task for theory is to try to understandtklgpens or can
happen in the opposite case.

However, this is contradicted by Solow’s own analysis of theee mechanisms’ discussed
above, and also the analysis of Dasgupta (1993). The trugearis probably more prosaic:
until recently the methodological tools necessary for thalysis of Solow’s three mechanisms
had not been developed. We argue—following Solow—that tineet mechanisms above are
key to understanding how the economy adapts in the longawhanges in resource or energy
availability, or to policy measures regarding resourcesrmargy. How important are they relative
to one another, and how does their existerftechoptimal policy? We now move on to an analysis

of these questions.
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4.A. Appendix: Hotelling with a resource supply monopoly

Imagine you have a monopoly over the resource; you are thesoiplplier. This makes your
problem more complex, since you must account for tiiect of your own extraction on the price.
To see what's going on, we need to set uglyaamic optimization problenThe simplest way to
do this is to useliscrete timein which case we need to set upagrangian We want to maximize
discounted profits, subject to the resource restrictiore gitofit function and the restriction can
be written as follows.

r=wRi ) R<S.
t=0

Herew is the resource price, arig] is the quantity extracted and sold in periodWe can use
these two equations to set up the Lagrangian, which is

[ 1 t 00
c:t;(rwm) wrthu(S—t;Rt) (4.3)

HereA is theresource renbr (expressed in a more standard way) the shadow price oétioeirce
stock® Now take the f.o.c. ifR; to obtain

1+Wm) — =Wy +

( m) aR, Rt R
Now the first two terms together represent the change in tevgiven a change in quantity:
marginal revenudylR. To find the Hotelling rule, consider the first-order cormlitin successive
periods to derive

—A(1+wp)t =0. (4.4)

MRt+1
MR

Now let’s close the model by adding a demand function. Fosara that will become clear, we
assume an inverse demand function of the form

= 1+Wm.

Wi = A+ BR™.
Then
ow,
MR; = Wy + R‘a_Rr: =W (1—€) + €A,

and the rule is
Wit+1+€A/(1—€)

=14 Wn.
Wit + €A/(1—€) - Wm

To get a handle on the above result assume that our monojsaéistually a representative
resource owner with no market power. Then marginal revenagriply price, and

Wrt+1

= 1 + Wm.
Wrt

To link with our results above (in continuous time) note tttad expression corresponding to

WR/WR iS (Wrt+1 — Wit )/Wrt. But we can rearrange the above result to yield

Wrt+1 — Wit
Wrt

= Wm,

which is thus equivalent to the continuous time result weainletd earlier (see the mathematical
appendix, Chapter A.2). So whén= 0 the growth rate of prices is identical to the growth rate
given perfect markets; whel< 0 prices grow more slowly given market power; and wien0
prices grow faster given market power. The intuition conresnfthe elasticities: wheA =0

we have constant elasticity demand, so as the price risastiove the elasticity of demand is
unchanged. But wheA < 0 the elasticity of demand increases as price increasesngtie
monopolist more reluctant to increase prices, and wherD the elasticity of demand decreases
as price increases, encouraging the monopolist to raisegpfurther.

8This quantity has many names in the literature; two otherrnomones are thidotelling rentand thescarcity rent
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4.B. Appendix: Capital, natural resources, and the Hartwid rule

The Hartwick rule—Hartwick (1977), following Solow (1974)has generated a huge amount
of confusion, and many incorrect claims have been niadere we state some of the correct re-
sults in a simple way. The key result is that—in an economf wérfect markets, constant pop-
ulation and constant technology —if the value of capitatk$ois kept constant then production
will also be constant.

What does the above result imply about sustainability? Haofficdlt is it to maintain a
constant capital stock? If capital doesn’t depreciate tibwe need to do to keep the total stock
constant is to invest the proceeds of using up one stock dfatato boosting some other stock
of capital. On the other hand, if capi@besdepreciate over time then we have a much harder task
holding the total stock of capital constant, indeed it wifically be impossible to do so.

Consider a DHSS economy such as those we have analysed abovassume that invest-
mentin capital equipmemt is determined by the Hartwick rule, implying that it is notelenined
by market. In such an economy there are two capital std€ks)dR, and the rule is

WKK +WRR= 0. (4.5)

So we assume that a regulator lets the market determineroesextraction and price, and then
invests according to the rule.
The production function is

Y = (A L)Y PKORE
and the capital accumulation equation is
K = sY-6K,
where we now treat as an unknown variable. Furthermom andwgr are the (respective)
marginal revenue products gfandR, hence
wkK = aY
and WRrR = BY.

The first equation tells us that the marginal product of epik = oY/K. Consider now a
capital owner hiring out a single unit capital, value 1 (fetdzat capital and the final good are
the same, and that the price of the final good is normalized.td e gross return (income flow
per unit of capital hired out, value 1) is jusk, but the net return ik — §, because the capital
depreciates (disappears!) at a constant rade bf equilibrium capital owners must be irfi#irent

between hiring and selling capital, which implies that thieiest rate—here we call trather
thanw,—must be equal tawk — 5. So we have

p=Wk—-56=aY/K-6. (4.6)
Now return towx K = oY and use the capital accumulation equation to write
Wi K = aY/K(sY-6K). (4.7)
Now turn toR. SincewrR = 8Y and the Hotelling rule applies we know that
R/R=Y/Y-p,

wherep (the discount rate) is determined by (4.6). Furthermomsmfthe production function we
know that

Y/Y = aK/K +BR/R,

hence R/R= aK/K +BR/R-p.
. . 1 .
Rearrange to yield R/R= r,B [aK/K —p],
hence R/R= m[asY/K—aé—p],
and (sincevgR = BY) WgR = 1"%,8 [aSY/K —as—p]Y. (4.8)

Now combine (4.7) and (4.8) with (4.5) to yield

sY=[p(B/a) +4]K,
and (substituting fop) sY=8Y+46(1-B/a)K.

%or rigourous support for this statement see Asheim et 803p
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When ¢ = 0 a Hartwick path is feasible: investment is a constant iibacdbf production, the
interest rate approaches zero from above, and total res@xtcaction is bounded. However,
whenég > 0 then there is no feasible Hartwick path: on a feasible pRtmust approach zero
while K approaches infinity, but iK — oo thens must be greater than 1 (which is impossible),
and furthermoré’/K will approach zero implying that must be negative hené&must grow, not
decline.

Finally, note that even if we observe in the present (a) thaburce rents are reinvested in
physical capital, and (b) that physical capital does notrelgipte, and (c) that all markets are
perfect, this still does not guarantee sustainabilityalnse we do not know the preferences based
on which the market interest rate is determined. One thingcaresay for sure is that if the
investment rate is determined by the market and if the pueeaftime preference is non-zero
then the rule will not be followed in the long run. The reassithat given a positive pure rate
of time preference, the interest rate must always be at lggstven when growth is zero. This
implies that investment in capital will hit zero when retsitn such investment hit and this must
happen in finite time, when the capital stock gets ‘too big'dlationY. So in the market there is
a limit to capital accumulation, even though in a plannechecay there may not be.

Summing up, it remains to be demonstrated that the Hartwilekis of anything other than
purely academic interest.

4.C. Appendix: Are non-renewables ‘scarce’? The elephanniHotelling’s room

In this section we show that—according to market agents—awstion of critical non-renewable
resources is definitely not imminent. We borrow heavily frblart and Spiro (2011): large sec-
tions of the text are taken directly from that paper.

4.C.1. Theory. Market agents value resources in the ground as assets vas Biélotelling.

If those resources are valuable, and their price is faitimise, then agents will realize those assets,
i.e. sell them. This will cause the price to fall to a lowerdgvrom which it will (in equilibrium)
rise.

In terms of Hotelling’s analysis, there are two possiblesogs for the failure of prices to
rise: either (i) resource markets systematically fail ttugaresources in the ground according
to the theory; or (ii) the scarcity rent is well-behaved, maisked by other factors. In both
cases, the implication is that factors other than the siyarent are important in shaping the
resource price. Failure to value resources correctly cfoulthstance be due to a failure to foresee
(stochastic) discoveries, leading to a fall in the rent éawh a discovery is made; this is illustrated
in Figure 4.10(b). However, as was shown as early as 1982 ywfand Chang, rational actors
will take account of the probability of new discoveries lipimade, and thefiect of allowing
for stochasticity will be for the rent to fluctuate around tirgginal trend. Only in the case of a
constant series of surprises, all in the same directionidooew discoveries hold back the long-
run growth in the rent. Imputing such a series of surpriséls lolmwn to assuming that actors
on the resource market are not rational, hence the anatyhisist by its own petard; that is, if
market actors are not rational then other fundamental elesref the market analysis also break
down. Another reason for markets not to value resourcesraicepto the theory could be that
politico-economic factors play an important role, as athjoe many authors in the resource curse
literature’® Resources are frequently state-owned, and in such cases ieasonable conjecture
that there are other, non-market, mechanisms shapingcéigtraand price paths.

Turning to the possible masking of the scarcity rent, nott flrat other components of the
price may be a combination of extraction costs and rentsaoetket power, which we denote as
‘resource costs’. Resource costs could mask a rising sgaecit in two diferent ways, illustrated
in Figure 4.10(c) and (d). In the first, which we denote ‘deidlgy costs’, the rent is a significant
component of the price, but the fall in resource costs comgies for its rise. In the second,
‘low scarcity’, the rent is only a tiny component of the ovégice, and hence its rise has an
insignificant éfect on the overall price. It is straightforward to demortstzoth cases in theory.
For instance, a popular explanation for declining costlas technological progress in extraction
pushes down unit extraction costs; see for instance Lin aaghé&t (2007). However, as Hart
(2009) points out, this should only occur if technologicadgress in extraction outstrips progress
in other sectors, since otherwise the prices of inputs (sschabour) should rise in line with
increasing productivity.

Note that low scarcity rents can arise in a number of waysitiefipite stocks, for example if
there is a renewable substitute. For brevity, we follow Nhanas (1973a) in the following argument

10ror a survey of this literature see Van der Ploeg (2011).
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by assuming d@ackstop technology.e. a technology capable of substituting for the resoatee
price which is independent of demand. Then if extractioricase equal to the cost of a backstop
technology, it is obvious that the scarcity rent will be zapto the point of exhaustiott. More
subtly, this will also be the case if extraction costs areeexgd to be equal to the backstop cost
at the time of resource exhaustioRurthermore, it has long been known that given fiicient
degree of market power prices will go straight to the bagkgtdce and stay there, even in the
absence of extraction costs; see for instance Teece eBaB)br Dasgupta and Heal (1979).

4.C.2. Simulation. We report the results of some simple simulations for cruti€ldie aim
is not to prove the level of the scarcity rent, but insteadltstrate the necessary implications of a
high scarcity rent. We assume that resource costs changmattant rate, while the scarcity rent
rises at a constant rate (implying that the rate of returnaddihg the resource is constant). Under
these circumstances, if prices are known at three poinisgrt-such as past, present, and at the
time of exhaustion—then if any one of the rate of return oretbset, the rate of cost decline, and
the current scarcity rent are known, then the other two aeslfby the model. Furthermore, the
lower the rate of return, the higher the current scarcity, r@md the steeper the rate of cost decline.
We illustrate this in Figure 4.11, in which we take the averagces for 1980-1989 and 2000—
2009}?and assume that oil reserves will run outin 2050 at a backstop of 150 dollargarrel3
and illustrate two of the possible combinations which anmesgstent with the model.

Figure 4.11 shows how a higher level of the current scareity with a given backstop price
and time of exhaustion implies, ceteris paribus, that resoliolders demand a lower rate of return
for holding the resource in the ground, and that extractastcare falling more steeply. However,
we wish to focus on the relationship betweRiithe current percentage of the price made up by
the scarcity rent), the time of exhaustion, the backstopepand the rate of return demanded by
resource holders. To do so we plot level curvesR@s a function of the backstop price and rate
of return, for two diferent exhaustion dates (Figure 4.12).

In Figure 4.12 we see that the rate of return demandeid situ resources is crucial to the
level of the scarcity rent obtained from the model. If reseunolders are happy with a rate of
return similar to the average returns on bonds, around 3pgYtthen in the baseline scenario
(backstop price 150, oil runs out 2050), the Figure showsthieascarcity rent makes up between
50 and 90 percent of the current price. On the other handsduece holders demand returns
similar to average returns on shares, around 7 percenttleestarcity rent accounts for just 10
percent of the current price.

The question of what rate of return demanded by resourcer®lths received little attention
in the literature. Note however that Stollery (1983) findsdsyimation of a CAPM model that

11see Tahvonen and Salo (2001) for a model in which a renewablstigite plays the role of backstop, putting a
cap on resource prices.

12554 dollargbarrel and 53 dollargbarrel, in constant 2009 dollars. For data see BP (2010).

13The current reserve to production ratio is 46 implying 2065%¢& the expected time of exhaustion if current
production continues. See BP (2010) for the data.

14Average returns on 3-month UK treasury bonds are approgisn&tpercent per annum.

(a) Hotelling resource (b) Non-rational agents

/I/I/I/

(c) Declining costs (d) Low scarcity

Ficure 4.10. Resource price as a function of time. The lightly skaaeea
represents the scarcity rent, the heavily shaded areasegeeother factors,
i.e. the sum of extraction costs and rents due to market power
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(a) Low scarcity rent, high returns (b) High scarcity rent, low returns
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Ficure 4.11. Graphs of price (dollars per barrel) against time farde oil,
showing alternative paths between the same observed gocd980-1989,
2000-2009, and in 2050 when the backstop is assumed to takeldwe lightly
shaded area represents the scarcity rent, which growseat, rand the darker
area represents resource costs, which shrink atralte (a) Rygps= 5 percent,
implying a high rate of returm = 8.5 percenyr, and a slow decline in costs,
v = 0.4 percenlyr; in (b) Rypos= 50 percent, implying a lower rate of return
r = 3.8 percenlyr, and a more rapid decline in cosjss 2.4 percentyr.

(a) Cheap oil runs out 2050 (b) Cheap oil runs out 2040
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Ficure 4.12. Simulated level curves for the current scarcity rerg percentage
of current price of oil, where the variables are the final kséap) oil price, and
the rate of return (in percent per year) demanded by restwiders.

the best fit comes from a rate of return of 14 percent for Camailickel. We do not go deeply
into the question here, but only note that commodity marketgeneral, and the oil market in
particular, is considered volatile; see for instance Pikd2004). Thus it seems reasonapiama
facieto assume that crude oil holders demand expected returndezfst 7 percent oim situ oil,
probably significantly higher. This in turn suggests a starent of up to 25 percent.

From Figure 4.12 we can see that the backstop price and tireghafustion also have sig-
nificant efects. There is of course a lot of uncertainty about both nusmbidowever, Lindholt
(2005) use aurrentbackstop price of $10barrel (based on Manne et al., 1995), and assume a
steady decline over time; it is common to assume declinirgdtap prices due to technological
progress. Note that a reasonable first guess might be to askaitrthe backstop price falls at the
same rate as the resource cost. If we impose this furtheictest, then we can instead plot level
curves for Hotelling rent as a function ofirrent backstop price and rate of return. The result
(not shown graphically) is that the level curves shift dougn#icantly, because a high current
scarcity rent implies rapidly falling resource costs, igip) that the backstop price is also likely
to fall. Specifically, a current backstop price of over $f@0rel is required to yield a 25 percent
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Hotelling rent assuming 7 percent rate of return, while & backstop price is limited to a more
reasonable $20@Barrel then the current Hotelling rent is limited to 10 petoef the price.

The point of the above is that the sum of something increaswpgnentially (and at a rather
high rate) and something else decreasing must also stamttease within a rather short time
unless the increasing part staff wery very low. Since resource prices generally are not shgwi
a clear upward trend this suggests strongly that the resgant remains a small part of the price.



CHAPTER 5

Directed technological change and resourcefliciency

In this chapter we start the process of generalizing the €dblglas production function
in order to analyse the role of resources in aggregate ptimthucFollowing Solow (1973), we
aim to (i) capture theféect of technological progress which allows mofeogent use of natural
resources, (ii) include the possibility of substitutingyeen alternative natural resources in pro-
duction, and (iii) allow for the possibility of adapting csumption patterns to save on the use
of natural resources. We begin with technological prognedated to Solow’s first mechanism,
i.e. that firms may adapt to resource scarcity by increasitigredgh investment in technological
change—thef&ciency with which they use resources in the production of theods.

5.1. Resource fficiency in the production function

In this section we take a more detailed look at alternativgsiaa representing production
as a function of two inputs. This is important groundworkdsefbeginning our analysis of DTC
(directed technological change). We focus on a simple casich widgets are produced using
flows of resources and labour. We abstract from (i.e. ignoapjtal. In essence this implies that
we assume that the capital stock grows at the same rate asthesdfective labouA_ L, hence
including capital would not significantlyfiect the analysis.

5.1.1. Familiar cases: the general production function, ath Cobb—Douglas. Assume an
economy with one product, widgets, and two production iapuor now we call them labour
and resources. Denote flows of labour and resourcésaasl R respectively, units workers and
tongyear. In general we can write

y=F(AL,ArR). (5.1)

Recall then that the units afandR are widgets per worker per year and widgets per ton per year.
So far in the book we have used the Cobb—Douglas functionstimalusively. That is, we
write the production function as

y=(ALL)?*(ARR)Y @ = ALYRY,

Thus the two separate factor-augmenting technology leévale been subsumed into a single
technology index and there is no role for directed techrickigchange. For instance, if we
raise resourceficiency Ar this serves to raisé and hence raise production, but it does not
reduce the demand for resource inputs. This paradoxicalt fetlows from the high degree of
substitutability between the inputs: when resour@ieiency rises the cost of resource inputs falls,
causing producers to use more resources.

The Cobb-Douglas model fails when confronted by furthedewce. For instance, we know
that itis in fact very hard for producers to substitute faroerce inputs using labour, at least in the
short run. Intuitively, we can think of a producer making mers from steel. More broadly, this
is clear from the very small short-ruiffect of increases in the resource price on resource quantity
(i.e. the inelastic short-run demand): when resource prise dramatically, quantity hardly falls
because firms and consumers are locked in to their demanddources by the technology and
capital they possess. To go deeper we therefore need a nmodgiich there is low short-run
elasticity of substitution between labour and resourcesyere there is also some mechanism
through which they can be substituted in the long run. In¢hepter that mechanism is DTC.

5.1.2. The Leontief production function and ‘Limits to growth’. The simplest way to
specify a production function with low substitutabilitytkeen the inputs is through theontief
production function, in which there is no substitutabiltfhatsoever between the inputs. The
function looks like this:

Y = min{A_L, ARR}. (5.2)

This equation reads as follows: producti¥nis equal to the smallest of the following set of
guantities: &ective labour input#\ L, and dfective resource inputagR.

69
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To interpret the equation, consider for instance prodaaiichammers from steel. Given the
design of the hammers (which determingg, and assuming no steel is wasted, the production
rate of hammers will be limited by the flow of steel inp®Rs If the design is such that each
hammer requires 1 kilo of steel, and the flow of steel inputkOistons per year, then no more
than 16 hammers can be produced by the firm per year. However, thete garantee that
the firm will produce that many hammers; to do so, they museleough (productive) labour
employed, wherd\|_is the productivity of the workers andis their number. Note that we have
—following Solow (1973)—Ileft out capital;féectively, we assume that each worker has enough
capital (machines) in order to work productively.

A profit-maximizing firm will of course make sure that it hirgsst enough workers, and buys
just enough resources, such tlhat. = AgRR. The alternative is that workers stand idle waiting for
resource inputs, or that resources stand idle waiting fokers to use them.

Now assume thak —worker productivity—rises exponentially, whifg remains unchanged.
Furthermore, assume that equation (5.2) is the aggregatkigiion function of the economy.
Then assuming that resources are available, resource fivavprioduction will also increase ex-
ponentially, tracking the growth in labour productivitycaglobal product. If the resource price
remains constant then the share of resources in global pradllalso remain constant. However,
such exponential growth in physical inputs cannot contimdefinitely, and the model strongly
suggests that a crash is imminent when resources ‘run out’.

Superficially this example matches the evidence regardiaggtobal economy (see for in-
stance Figure 4.4). However, it should be clear that thisehadfar too simple to use as a
basis for drawing conclusions and designing policy. The eh@&lobviously grossly simplified
in assuming that it is impossible to increase resouftieiency. If labour #iciency can increase
exponentially, why should resourcéieiency be unable to increase likewise? Furthermore, as
the neoclassical model, there is no allowance for shiftomsamption patterns. Finally, there is
no model of the price of the resource input, which we expebtttinked to scarcity of the input
and to @ect demand for the input.

The model above shares crucial features with the famousittita Growth’ model. The
‘Limits’ model dates to 1972 when the Club of Rome publishdabak, the Limits to Growth,
which caused a sensation at the time. The analysis used &@fisylynamics computer model to
simulate the interactions of five global economic subsystearamely: population, food produc-
tion, industrial production, pollution, and consumptidmon-renewable natural resourceés.”

The ‘Limits’ team programmed various scenarios, and alleehith disaster, typically by
around 2050. This was either due to resource exhaustiona@ssive pollution. The reasons
for this are not easy to elucidate as the model is not openamiation, however, the behaviour
of the model can be approximated by a very simple economicinad follows:

n

Y = minfA_L, ArR}; (5.3)
AL/AL=g; (5.4)
So > foo Ridt. (5.5)

0

Furthermore, we have th@d oL < ARSo. Thus we have a Leontief production function with
exogenous growth i . If Ag is constant then we get exponential growth in b¥tland R,
whereas ifAg is allowed to grow then the growth iR will be slower? But why doesA, grow?
And what determines the growth rate &%? And what about the resource price, does that have
no dfect whatsoever on the allocation? The model raises manyigagssome of which we try

to answer in this part of the book.

5.1.3. The CES production function. An alternative functional form—much more flexible
than both Cobb—Douglas and Leontief—is the CES productiontfon:

y = [(ALL)" +(L-Y)(ARR)TY.

Heree € (—,1). The Cobb—Douglas emerges from the CES as a special casesw0, and
Leontief whene — —oco. Finally, whene = 1 then the inputs are perfect substitutes, like 5 and
10-dollar bills. However, typically we assume that labond &apital, or labour and resources, are

1According to the website httfpwww.clubofrome.org?p=1161+, 3 Oct. 2012.

2Note that we have simplified slightly here. The Limits modehctually built on an outdated growth model known
as theAK model in which labour productivityd, grows due to capital accumulation, which is possible due haghly
contrived mechanism where the greater the quantity of alapdssessed by other firms, the more productive is any par-
ticular firm (irrespective of how much capital that firm haklowever, the overall féect is consistent with the equations
presented here.
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poorly substitutable for one another, that is theyamplementimplying thate < 0. When they
are complements, an increase in the quantity of one of th@srgvailable on the market leads to
a large reduction in its price such that relative return$sa input factor decline.

To get a handle on the production function, consider theofahg example. Assume an
economy with 10 people on an island, and 10 th@esk wash up on the beach. Furthermore, the
islanders have a technology called ‘knives’ which allowenthto cut the trees into planks, which
can rapidly be made into houses (final product). They manageake 001 houses per week.
What do they need more of to boost their rate of housebuiRifdgggest values for the elasticity
of substitution between the inputs, and knowledge levetgpladin briefly.

Now assume that the islanders invent a technology calledslls’ (and are somehow able
to obtain the necessary capital goods). What do they need afiorow in order to boost their rate
of housebuilding? Suggest new values for the knowledgddetplain briefly.

Some possible answers to the questions above follow. We havd0 andR = 10, and
y=0.01. Presumably it is rather hard to substitute workers f®gr although not impossible. For
instance, if there are a lot of trees the (fixed number of) wskould select the best trees to make
planks out of, rejecting less suitable ones. This wouldvatitem to produce planks faster. So
o should definitely be negative, but we have to guess its vadtoesimplicity we choosp = —1.
We drop the distribution parametgrincorporating it into the productivity factors. So we have

(1 1\
y= (1OA|_ " 1OAR) '
Sincey = 0.01 we can rearrange the equation to obtain :0Q0A, + 1/Ag. Finally, and crucially,
note that it is clearly workers who are in short supply in tai®nomy, not trees; only a small
fraction of the 10 trees per week can be used consideringhbat0 workers only have knives
with which to work. Since the supply of workers is limitindpi$ implies thatA; should be small
compared tAg.

More precisely, imagine that there is an abundance of tiegsthatAgR is very large. Then
we can approximate/{AgR) = 0, and the production function becomes A L. ThenA_ =0.001
(sincey = 0.01 andL = 10). If we instead imagine that labour is abundant, thgriecomes the
minimum number of houses that can be made per tree, givernntitate care is taken to avoid
waste in making the planks. If this is®then the production function is

(1 1\*!
y= (0.001|_ * O.SR) ‘
WhenL andRare both equal to 10, this gives)d houses produced per wegk.

When sawmills are invented, the productivity of trees in $@muaking is presumably more-
or-less unchanged; it still takes 2 trees to make a houséhdddgh we could imaginég chang-
ing: for instance, if the sawmills produced more waste suchaavdust thedg would go down,
whereas if they could cut thinner planks thus using the tirmbere dficiently then it would go
up.) The productivity of labour on the other hand will go uppanously. Now we might imag-
ine 10 people running a sawmill being able to cut up hundrédsees each week. (Recall that
the planks can ‘quickly’ be made into houses, implying tlng time spent on this step can be
ignored.) If we assume a relatively rudimentary sawmillntiwge can sefA. = 10, and the new
production function is

(1 1yt
y= (10L * O.SR) ‘
Now trees are the limiting factor, and 4.8 houses can be macle week given that there are 10
trees available per week and 10 workers.

The CES production function gives us the ability to captume dfects of factor-specific
(directed) technological change on production in a flexitdg. This is an essential ingredient in
our models of growth and sustainability. However, this i$ @ough on its own; we must also
be able to model changes in the relative productivities efftittors as an endogenous result of
other changes in the economy, such as changes in the aligilabthe factors. That is, we need
a model of endogenous directed technological change, fatlt®TC. To build such a model,
we return to our model of endogenous technological charaye €hapter 3 and add the need for
a resource input, with an associated level of resource-anfng knowledge. Furthermore, we
simplify the model in some other respects. Because we ameapity interested in the direction of

SMore exactly, 000998 houses per week.
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technological change rather than overall growth we simplyhie total quantity of research labour
in the economy.

5.2. Foundations of an aggregate DTC model

Deriving a full DTC model for use in analysis of environmdrgalicy questions—see for
instance Hart (2018b)—is beyond the scope of this book. Merinstead derive a key general
result regarding the behaviour of a small innovating firmHefeing Hart (2013)—and then use
it in straightforward aggregate models with represengdiivns.

Consider a small firm (with many competitors) buying inputs of labduand a resourcs,
pricesw, andwr. The firm is a price taker with respect to inputs. It makes @uaiproducty;,
and has unique firm-level productivity levedg andAy;, which are achieved through investments
zi andz; in research (pricesz). The elasticity of demand for the firm’s product is- %, so

opi Yi _

ayi pi
The firm’s production functions for knowledge and the finabdare illustrated in Figure 5.1.
Note thaty is a positive parameteA is all existing knowledge in the economy, aRd andF,
are increasing functiorfs.So firm knowledge in each sector is an increasing functionriair p
knowledge in the economy and its own investments. And fimaldgproduction is a CES function

of the augmented inputs of labour and the resource. How miichld the firm invest in the
research inputg andz?

N

yi = [(Aili)€ + (Aviri)]He

\//

Am Fr (A)if.t

@ i = Fi(A)Z, ér_

%

Ficure 5.1. The single firm’s production function

The firm has a straightforward, static problem, which is tociméze net revenue subject to
the restrictions implied by the knowledge production fimas. We can thus write down the firm’s
problem as a Lagrangian:

L= pity)[(Ail)< + (Airi) 1Y€ —wz(zi + zi) — (WLl +WRri)

= Ai(Ai — Fi(A)- Zﬁ) — i (Ari — Fr(A) - Zﬁ)?
where;; andJA; are the shadow prices of firm knowledge.
4An important feature of the production function is that firdwsnot build their period-knowledge on their existing

private knowledge, rather they build on all existing knadge in the entire economy. This simplifies the dynamics of the
model immensely.
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To solve the problem we take first-order conditiond;imndr; to yield an expression for
wl/(wgrr):
wili ( Al )6
Wrri  \Aifi)
This equation relates relative factor expenditures by tine o the relative augmented quantities
of the factors. (The augmented quantity is the physical tityamultiplied by the productivity.)
Sincee is negative, the expression shows that the firm spends mdahedactor which is relatively
scarce.
Now we take first-order conditions iy; andA; to yield an expression fot; Aji /(Ari Ari):

A _(Auli)f

AiAi A
We can actually write down this expression without the neediorking through the first-order
conditions, using the symmetry implicit in the Lagrangiamere thets play the role of thevs,
and theks play the role of thes.
Finally, we take first-order conditions m andz; to yield a second expression farAy; / (i Ari):
a _ A
zi A
This simply states that firms invest in proportion to the eatd the knowledge produced, which
is the shadow price of that knowledge times its quantity.

Now we can eliminate the shadow prices from the two exprassabove to yield an expres-
sion for relative investments as a function of prices andtjties of the inputs:

4 _ (M) _wli
zi  \Aifi)  WRr
So firms invest in proportion to the resultant relative faetgpenditures. If a firm spends twice as
much on labour as it does on resources, it will invest twicenash in increasing the productivity
of labour compared to resources!

Note that we could also derive expressions for the quastitidabour and resources bought

by the firm, the absolute quantities of investment in redeaetc. However, our key focus is
relative investment, so we stop at equation 5.6.

(5.6)

5.3. The aggregate DTC model

5.3.1. The model.We now take equation 5.6, and feed it into a simple aggregaigeim
illustrated in Figure 5.2. Here we see that aggregate ptamu¥ is divided between consumption
C and production (or extraction) of the intermediate enengyitR. There are two types of labour,
L andZz, the quantities of which are exogenously giveris production labour, and is research
labour. Research labour may be divided between boostirautaproductivity A_ and energy
productivity Ar. Furthermore, the aggregate production function for tiseuece inpuR is

R=AxX,

whereAy is the productivity of the input, ang_ is the wage. Since the price of the final good is
normalized to one this gives total costs of resource prooineisX, and hence (assuming a perfect
market) the resource prieegr = 1/Ax.

In the aggregate model consumers have the very simpleydtilitction

U= iﬂtct,
=0

whereg is a parameter less than 1, a@dis aggregate consumption. So we have a constant,
exogenous discount rate. Furthermore, we have

Yz(folygdi)lm.

wheren is a parameter less than 1. Thus there is monopolistic cotiopebetween the producers
of the diferent goods. Normalize the price of the aggregate to 1. Tinedifferentiating) we can

obtain
et
oy \yi)
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Ficure 5.2. The aggregate flows of factors and products in the ecgnom

Given symmetryY =y; so all the goods have price 1. But crucially, we see that thsetieity

of demand for each good is-15, as in the firm model analysed above. Therefore equation 5.6
applies, and we have (in the aggregate)
A_(ALy_wt

Zr  \ARR/ ~ WrR’

Finally, and crucially, we link firm knowledgé; and A to next-period economy-wide
knowledgeA, and especially the functiori§ andF,. First we must specify the relationship be-
tween the economy-wide knowleddeand the firm-specific knowledge stocks andA;;. Here
we divide the economy-wide knowledge stocks into two setsandAg, which are the sum of the
individual firms’ knowledge stocks:

1
A= [ A
0

1
M=fAmL
0

So in symmetric equilibrium with a representative firm (fdnish we drop the subscrip$) we
haveA_ = A, andAg = A;. Then we must specify the functioRsandF,. We choose the simplest
possible specification, an extreme case, as explained below

(5.7)

Dermnvition 1. Independent knowledge stock&owledge stocks develop independently when
Fi=At1/{ and
Fr=At-1/{r,

where/| and /g are positive parameters. Thus labour-augmenting knovddalglds exclusively
on existing labour-augmenting knowledge, and resouragyanting knowledge builds exclusively
on existing resource-augmenting knowledge.

Thus—recalling the knowledge production functions abowge-ean write
Al = (Au/20)Z0,
Art = (ARe-1/¢R)ZG,
A _ Au—@(éf
At Are1lL\Zrt)

5.3.2. The solution. Now to finalize the solution. Take equation 5.8, rearrangd,substi-
tute for relative investments using equation 5.7 to obtain

(ALt/ALt—l @)1/0) _ Wik
Art/Art-1 {1 WRiR:

and

(5.8)
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We can then use this equation to obtain a single equatiormédévelopment of relative knowl-
edge stocks either as a function of the relative quantitiesevinputs, or the relative prices. We
assume that the relative prices of the inputs are exogengiu@n, i.e.w /wg is given in each

period, hence we want an equation in terms of relative prigter some simple algebra we have

A/As (At Wre| @/ @e@o) | p \d-a/(l-e(t+e)
ARt/ARt-1 (ARtl WLt) (§R) '

Equation 5.9 gives us the period-by-period developmenhefstate of the economy. And
this allows us to draw conclusions about balanced growthspd@y definition, on a b.g.p. all state
variables must change at constant rates. If Bgtland Az change at constant rates then the LHS
of equation 5.9 is constant, since it is one constant divldednother. This implies in turn that
the RHS is constant, soWr/w_ is decreasing at some fixed rate th&r/Ar must be increasing
at the same rate. So if the relative price of the resourcedbrileg at some fixed rate, the relative
productivity of the resource must decline at the same rates implies in turn, from equation 5.7,
that relative quantities will increase at the same rate.hbmsthis, start with

(5.9)

w L AL €
()
and rearrange to show that
Lo (AL /@9y \ T
rela) G

Hence relative investments are constant on the b.g.p.

5.3.3. Stability of the b.g.p. Whatever the values of parameters, a b.g.p. will exist. Blit w
it be stable? In other words, will the economy approach tgepbover time, or will it head
somewhere else? It turns out that the elasticity of sultigtitbetween the inputs is key.

The key is the result that relative investments are equaladive factor shares. Assume that
we are on a b.g.p. such that constant relative investmeatstte constant factor shares. Then
assume that there is some perturbation to the system sucthéheatio of AL to Ag moves of
the balanced growth path. Does this trigger the economy teerawvay from the path, or does
it return to the path? For concreteness, assumeAgdalls. Then we know from equation 5.6
that the factor share of the resource will rise (siat®negative) causing investmentAg to rise,
thus boosting the growth &fr. This shows that the b.g.p. of the economy is stable, as leiag a
is negative; wher > 0 the analysis and results change completely, as we see pt€2hva The
situation is illustrated in Figure 5.3

y4 AN
N .
Augmenting State of technology Augmenting

labour energy

Ficure 5.3. lllustration of how relative prices (the shape of theremmic land-
scape) determine the relative levels of technology augimgfabour and en-

ergy.

5.3.4. The long-run aggregate production function.We have established thatvfr/w_
changes at a constant rate, the economy will approach a loig which Az/AL changes at the
same rate, whil&/L has exactly the opposite trend. Furthermore, these rasyily that both
augmented inputs and the factor share are constant. Sortgeuo factor shares are constant
despite changes in the relative quantities of the inputss iftplies that the long-run aggregate
production function is, in reduced form, Cobb—Douglas:

Y = ALl °Re,

So we are back to the production function of the DHSS modelth@\gh without capital.) And
therefore the model can explain the data of Figure 4.4 foalmeind energy, reproduced here as
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Figure 5.4. Note that the result of constant prices and aopsion tracking global product is that
the shareof resources in global product is also constant.
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Ficure 5.4. Long-run growth in consumption and prices, comparegttavth
in global product, for (a) Metals, and (b) Primary energyiroombustion.

The value ofr will be determined by the relative values&fandZg, and the relative growth
rates of input quantities (or prices). If it is easier (cherapo develop technologies augmenting
resources than it is to develop technologies augmentiraulathena will be small and the factor
share of resources will also be small. Just as in the DHSS insdstainability should be no
problem as long as we manage resource stocks sensibly: tngtould gradually redude if
there is a finite stock of the resource.

The key diference compared to the ‘Limits’ model is tha, resource-augmenting knowl-
edge, is allowed to grow exponentially and without boundsHfiows sustainable use of a finite
resource stock even when the resource and other inputsigicale labour) are highly comple-
mentary in the short run. Given such complementarity,witidout DTC, we are very close to the
limits model, and there is no way to achieve sustainabilftd€fined as any consumption level
that can be maintained into the indefinite future).

Recall Daly’s critique of the neoclassical model (page 6dan we bake more and more
cake with the same quantity of ingredients? Can we, for exangroduce more and more
light using the same energy inputs? Can we travel furtherfartder using the same energy
inputs? Can we keep our houses warm...? Etc. It turns outvbatan! Consider for instance
Fouquet and Pearson (2006) on the history of light prodaocfidey conclude that thefeciency
of lighting in the U.K. (measured by lumen produced per wattreergy used) increased 1000-
fold from 1800 to 2000. That's a lot more cake! Regarding tredpction of motive power from
fossil fuels, historically this concerns théieiency of steam engines, while over the last century
we must consider electric power generation and the inteorabustion engine. Regarding steam
engines, sources such as Hills (1993) suggest that thaieacy in generating power from coal
inputs increased steadily from their invention in the ed/i0s up to 1900, and by a factor of
around 20 over the entire period; this growth ffi@ency is at least equal to the growth in labour
productivity over the same period. Subsequently, tfieiency of coal-fired power stations has
continued to increase but at a declining rate; see for iestafeh and Rubin (2007) for detailed
evidence.

Does the above discussion mean Daly was wrong in using hésareogy to criticize DHSS?
In fact it does not, since in the DHSS model it is capital acalation which allows us to bake
more cake from the same ingredients, but in the above exartjgéechnological changthat has
allowed us to do so, not capital accumulation. Technoldgitange does, demonstrably, allow us

5The figures show normalized prices, quantities, etc., spshew how the factor shares of resources change over
time, but nothing about the absolute levels of the factotscosmpared to the value of global product. The absoluteeshar
of resources is significant but not large. For instance, dbotof share of crude oil in the global economy in 2008 was 3.6
percent, whereas the factor share of the 17 major metalsust8.j7 percent.
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to get more product (value) out of given inputs, and ther@ishvious limit to this proces$But
does the model stand up to more detailed examination? We titid the next section.

5.4. Problems regarding the DTC model

5.4.1. Predicted growth inAgr. We have shown that our simple model can reproduce the
patterns observed in the data for resource or energy dengared the development of prices.
However, the model also makes predictions about the dewedopof energy-augmenting knowl-
edge, and here we find that these predictions are compldtetida with the evidence.

Recall that the original production function is CES with lelasticity of substitution (labour
and the resource are strongly complementary), thus we have

Y = [(ALL) + (ARR)TS,
wheree < 0. Assuming perfect markets we can model the choices of @septative final-good
producer whose profit-maximization problem is

maxr = [(ALL)" + (ARR)TY/* - wiL ~weR.

Take the first-order condition iR to show that
R (AR\Y"9 1
("4
Now differentiate with respect to time to show that

Now the historical data shows thak is approximately constant in the long run, while resource
use tracks global product. Sineds large and negative (the inputs are strongly complemghntar
this implies thatAr/Ar = 0, i.e. there has been no resource-augmenting technoladiaage.
This is exactly what we see when we simulate the model nu@lgribased on real data, as
shown in Figure 5.3. Here we see that we can parameterize the model outlined abehethat
when we feed in data on global energy prices the model peedités of energy use which match
observations. The bottom panel shows what lies behind theehmesults: global energy use has
tracked global product because the level of energy-augnuekmowledgeAr has failed to rise.

The prediction that whemr does not riseAr will not rise is strongly contradicted by the
evidence, especially in the case of energy, as we now show.

Estimation of productivity changes is typically perforniadirectly: a productivity increase
is imputed as the residual to explain changes in the valueitfud per unit of time from given
inputs. However, in the case of energy we can use a more dipggbach to measurement of
factor-augmenting knowledge, since there is plenty ofadiegidence about changes in our ability
to extract specific physical outputs from measurable eniemyts. To illustrate we consider two
products, artificial light and motive power. Light is a conient product category for analysis
since light is a consumption good which is rather homoges@ma unchanging over very long
timescales, and the energffieiency of its production is easily measured. Fouquet andsBaa
(2006) study light production and consumption in the U.Keloseven centuries. They conclude
that the diciency of light production in the U.K. (measured by lumendaroed per watt of energy
used) increased 1000-fold from 1800 to 2000; the produgtdfilabour in the U.K. over the same
period rose by a factor of 12—15 (estimates vary). Light poidn is a convenient sector within
which to measuref&ciency, but it is not very large. Now we turn to the productadmotive
power from fossil fuels, a very large sector. Motive powdyigsically an intermediate good rather
than a final good, nevertheless increases in thieiency with which energy inputs are used to
generate motive power are very likely to be reflected in therall eficiency with which energy
is used to generate final goods, as long as the final goods aregemeous and do not change
over time. In the 19th century motive power was largely gategt by steam engines, while over

6Note however that in some cases thare obvious limits, as with thef&ciency of the production of artificial light
and electricity, where there are thermodynamic limits t@ivban be produced from given inputs, and these limits are
currently being approached.

"When prices are exogenous the key equation is 5.7. Put mtalation-friendly form, the equation is
Avt/A = At-1/Art-1 ((A-1/ A1) Wre/ W) /) (g ) (e (elt+a)
In simpler notation we can write
A= A(,]_(A(,1/VVt)Ed)/(1_6(1+¢)){(1_6)/(1_6(1+¢)),
wherel = ¢ /{Rr.
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Ficure 5.5. The model parameterized to fit global data. The top roswsh
GDP (model and data); the middle row shows energy consumfitiodel and
data) and energy price; the bottom row shows the growth oktimviedge
stocks. All axes are log-normalized.

the last 100 years we must consider electric power genaratid the internal combustion engine.
Regarding steam engines, sources such as Hills (1993) stifpge their iciency in generating
power from coal inputs increased steadily from their ini@min the early 1700s up to 1900, and
by a factor of around 20 over the entire period; this growthfiitiency is again more rapid than
the growth in labour productivity over the same period. ajoently, the ficiency of coal-fired
power stations has continued to increase but at a declimiteg see for instance Yeh and Rubin
(2007) for detailed evidence.

The above evidence suggests that energy productivity dneiperiod, far from being con-
stant, actually increased faster than labour producti@tthe model with independent knowledge
stocks matches energy demand at the expense of wildly tgpredictions about the growth of
energy-augmenting knowledge. On the other hand, if we loukedge stocks together this
comes closer to the truth in its predictions about knowleglgevth, but at the expense of no
longer being able to predict energy demand correctly. Andtesrer we assume about knowledge
stocks, the model cannot match the data. For an analysis a@if izlheasonable to assume about
links between knowledge stocks, see the next chapter onaéady transitions.

5.4.2. Links between knowledge stocksA further problem with the model is the assump-
tion that knowledge stocks grow independently of one anoffieat is, a higher level of labour-
augmenting knowledge (or overall productivity in the ecarydpdoes not help at all when it comes
to performing research to raise resource-augmenting ladiyd. Is this reasonable? Arguments
that it is not date at least to Nordhaus (1973b), however dlgsls arguments appeal only to
intuition, and it would be reassuring if we had more directméconomic evidence.

The evidence based on intuition is nevertheless powerfohsfer the following thought
experiment. Assume there was no generation of power frond Wwétween 1900 (when the last
windmills were decommissioned) and 1990 (when electrigégeration from wind started). On
what knowledge stock would the new wind power generatorisiBuMore broadly, is the idea of
independent knowledge stocks defensible? It implies iriologies which allow us to make
better use of raw energy inputs (the steam engine, the stebime for the generation of electricity,
the internal combustion engine) are developed completelgpendently of other technological
advances in the economy. This seems to be an indefensillesdeh technologies are developed
hand-in-hand with advances in mathematics, physics, eegimg etc., advances which are also
relevant to augmenting inputs of labour—capital. Thusksted knowledge augmenting energy and
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stocks of knowledge augmenting labour—capital are ingéydinked, overlapping and feeding
off one another. So, summing up, it is hardly surprising thantleel fails when confronted by
evidence.

There is also direct evidence that (for instance) both nessaugmenting and labour-augmenting
knowledge draw on a common pool of general or fundamentahledge, and that advances in
this general knowledge thus drive advances both anda,;? Such evidence can be found in stud-
ies of patent data. Very direct evidence can be found indinajerg et al. (1992), who study patent
citations and show that patenting firms cite patents bothimwtheir own three-digit industry, but
also outside it

Popp (2002) provides more indirect—but no less convincirgydence, in that he finds
evidence for diminishing returns to investment in specé@hihologies over time; a rise in energy-
prices induces a surge in patenting activity within energgtars such as wind or solar, but the
effect peters out rather rapidly. Within our framework we catefipret this result as follows:
Discoveries of potential relevance to energy-augmentaie made frequently in other (much
larger) research sectors; For instance, think of the ineerdf the computer. It takes time and
research fort for the benefits of these discoveries to be incorporatetthé energy sector. If
there is a surge of research in the energy sector then ipitiedre will be many potentially useful
technologies available which have not yet been appliedan $bctor, but over time these ‘low-
hanging fruits’ will be picked and the productivity of engrgugmenting research will fall.

Developing and solving a model with links between knowledpeks is beyond the scope
of this book. We simply note that it would be more reasonablassume that knowledge stocks
are linked, such that if (for instance) there is a lot of labaugmenting knowledge this makes
it easier to accumulate resource-augmenting knowledgeenGa model with links we expect
the knowledge stocks to grow together (although not necdgsshexactly the same rate). What
would be the results of such a change in the model?

The result of linking knowledge stocks would be to yield atéefit to the data on input
productivity, at the expense of the model’s ability to matoddata on factor shares: if knowledge
stocks grow together while the price of resources fallstinedao the price of labour, then we
expect the resource share to fall over time. Consider thplsicase when knowledge stocks are
locked togethera, = yA;. Then the aggregate production function is

y=AlL +GRTYe.
If the inputs are strongly complementagyig large and negative) this implies that the inputs will
be bought by firms in almost fixed proportions, irrespectivéeir relative prices. Thus resource
use will track the size of the labour force rather than ovepawth. This is directly contradicted
by the evidence, for instance the data shown in Figure 4.4.

To be more precise, assume perfect markets and take first-@vdditions inL andRto show
that

w L 3 (L )5

WRR_ ﬁ

C(we —€/(1-€)
= R .

Sincee is large and negative this shows that when resource inméselative to labour inputs the
resource share should decline steeply, and that when thercesprice falls relative to the wage
the resource share should decline steeply.

8They score patents as follows: within 3-digit scores zeiithin 2-digit scores 0.33, within 1-digit scores 0.67 and
outside 1-digit scores 1. The average score is 0.31. A tlligieindustry is a relatively narrowly defined industri@csor,
according to the Standard Industrial Classification. Twa ane-digit industries are successively more broadly défin






CHAPTER 6

Structural change

In all of our models hitherto we have either had a single pobv¢eLg. a widget), or we have
had multiple products which all have the same propertieb wagjard to the need for natural-
resource inputs. Hence—in Chapter 5—we drew the conclulsadrif resource use tracks growth
it must be because resource-augmenting knowledge hasseot rin order to add alternative
explanations we must include multiple final goods, the potida of which difers in resource
intensity. Given multiple goods resource consumption nragkt growth even when resource
efficiency increases, if consumers switch towards resoutessive products. This switch may
be an endogenous result of increase in resoufiteiency, in which case it is callecebound
Alternatively, the switch may be caused by other factorshsas income growth. This question
is particularly relevant for energy demand, which is stigrigked to fossil-fuel demand. In this
chapter we look first at some of the broad evidence which dstrates that structural change must
be central to the analysis of long-run demand for energy asdurces, before turning to the key
guestions of what drives structural change in the energipsaad what the policy implications
are. It builds to a large extent of Hart (2018a).

6.1. Introduction to structural change
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Ficure 6.1. Long-run growth in real GDP per capita: U.S. (upper)lizred China.

6.1.1. Growth and structural change. The growth rate of GDP per capita in the leading in-
dustrial economy has been astonishingly constant in thestnidl era. On the other hand, growth
rates of other economies have varied enormously; Figuré GHe reason is that growth in per
capita production is primarily driven by new technologyadéng-edge technology seems to grow
at a remarkably constant rate, whereas the distance of amoegofrom the leading edge may
vary dramatically over time. The U.S. has remained at orectoghe leading edge for well over
100 years, hence its constant growth rate. China on the b#mel moved further and further away
from the leading edge for many decade, before this trend wagd upside down starting in the
1970s.

Lj0nes (2005) pointed this out. Data from Angus Maddison itestStatistics on World Population.
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Note that growth—driven by new technology—is primarily abproduction of diferent,
more valuable, final goods over time. Only a small proportibour expenditure today goes on
goods that were available in the same form 50 years ago. Angritportion becomes very small
if we go back 100 or 150 years. Consider food. One hundredsyagr food made up a large part
of household budgets, everywhere. However, as we have ledoier and richer our expenditure
on food has changed relatively little, whereas our expenglibn other goods has risen.

Figure 6.1 shows that US G[¢apita is more than 10 times higher today than in 1870; is
that growth due to U.S. citizens today consuming 10 timesenebthe same products today that
they consumed in 1870? Consider car ownership. In 1870 tlere no cars. Car ownership
subsequently grew rapidly, but between 1970 and 2008 it wastant at 0.44 per capita; in the
meantime, GDP per capita had more than douBl&teanwhile, ownership of home computers
and mobile phones wasfectively zero in 1970, whereas today it is more-or-lessensial. Now,
do we consume cars and smartphones today because we woek lkamgs, or have saved up more
capital, but with the same skills and the same machines asd/énhl870? Obviously not: it is
the arrival of new products, and increases in the qualityxaftemg products, which is the major
and fundamental driver of long-run growth.

Finally, note that the transformation of the economy is moipdy about the addition of new
products, made in new ways, i.e. increasing variety. It itelbeharacterized as a process in which
new ideas—new technologies—transform existing proceasdsproducts, as well as adding
completely new ones. The most important of these new teolies are sometimes denoted
general purpose technologies GPTs; see David (1990) and Bresnahan and Trajtenbe®)19
for classic discussions of such technologies. Exampldsdecthe steam engine, the electric
motor, semiconductors, and the internet. Such inventiead, lover time, to fundamental changes
throughout many areas of the economy, or indeed througheugitire economy, transforming
the way many existing goods or services are produced, antrapap previously unimaginable
possibilities for new goods and services.

We consume a vast range of products. But the one-sector lynmwtel lumps them all
together into one aggregaté, and never tries to deconstruct that aggregate. (DHSS tiees t
same; it is based on the one-sector neoclassical growthimaie the same assumption is made
in the ‘Limits to growth’ model.) Is that OK? It would be OK ifus consumption of all the
different products increased at the same rate, or (less restygtif we could collect products
into groups which were similar in a relevant sense (for imsga labour-intensive and resource-
intensive products) and show that aggregate consumptitireajroups of products increased at
the same rate. It turns out that we cannot do so.

Returnto light. We already know from Fouquet and Pearso@gpthat the ficiency of light-
ing in the U.K. increased 1000-fold from 1800 to 2000. In thme period, GDP per capita rose
by a factor of 15. Meanwhile, consumption of artificial lighgr capita rose by a factor of 7000.
So we have a massive substitution towards (energy-intenigiht production and consumption.

Regarding transport, the situation is complicated by thetfeat the cost of personal transport
is not just financial, it is also measured in time. Furthemptransport varies in quality as well as
guantity; faster is, ceteris paribus, better. The resuhas rising income is correlated with more
rapid forms of transport, and a greater distance travekggprson—year, but not with more time
spent travelling. Schafer (2006) shows that world trairetérms of person-kilometres travelled
per year) has grown more rapidly than global product pertaagiurthermore, rising income is
correlated with a successive shift from non-motorizedspamt— public transport- light-duty
vehicles— high-speed transport modes (such as flying).

See also Knittel (2011), who analyses technological changeconsumption patterns in the
U.S. automobile industry, and shows that for a vehicle offigkaracteristics in terms of weight
and engine power, then fuel economy would have increase® pefcent over the period 1980—
2006 due to technological change, but that actual averagjeeftonomy increased by just 15
percent; the dference is due to countervailing increases in the weight amwgep of vehicles.
Rebound?

6.1.2. Why we need structural change to explain the dataRecall from the previous sec-
tion that in a single-sector model the only way to explainfttiire of aggregate energyteiency
to rise is through a failure of product-level enerdii@ency to rise. Since we know that product-
level energy #iciency has risen, it follows that we must reject the singletsr model. More
specifically, since the resourcéieiency of individual products has increased, the only way to
explain the failure of overall resourcéfieiency to increase is through a shift in consumption

2Sources: Popn. data from US census, and car-ownershiprdatdte Bureau of Transportation Statistics.
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patterns over time, from products of low intrinsic resouirgensity towards products of higher
intrinsic resource intensity. Such a shift is knowrsaisictural changén macroeconomics, and in
order to understand it and predict the future we must buittitast models of structural change.

6.1.3. Driving forces of structural change.As explained above—and analysed in depth
by Hart (2018a)—if product-level energyfieiency has risen while aggregate enerfjceency
has not, the only possible explanation is a shift in consiongiatterns towards energy-intensive
goods. It has been well known since Engel (1857) that ecomgnoiwth goes hand-in-hand with
systematic shifts in patterns of consumption, driven byine dfects: as income increases, the
share of necessities such as food declines while luxury gomiease their shafeBut luxury is
a relative concept, and Matsuyama (2002) argues that asigtieity improves, households con-
stantly expand the range of goods they consume, as more ardyomods becomei@rdable. He
models this process using a household utility function uétticographic preferences, i.e. house-
holds expand their consumption from one good to the nextpieetive of relative priceblf these
goods—introduced successively—are successively morggiitensive then this process could
explain the data.

Shifts in consumption patterns towards energy-intensbaglg may also be driven by substi-
tution dfects. Return to the period 1870-1970. Since the price ofgrsiranergy failed to rise
during this period, while energyfficiency rose substantiallgeteris paribusve would expect the
relative price of energy-intensive products to declineisTould induce substitution towards such
products. A related process is studied by Acemoglu and @uief2008), who model substitution
between labour and capital with the aim of explaining both ¢bnstant capital share and struc-
tural change. They posit two sectors with fixed—bufetient—capital shares, and show that if
the elasticity of substitution between the sectors is leaa bne (in their calibration it is approx-
imately Q5) then capital deepening will cause relatively higher aufppm the capital-intensive
sector, but a lower share of income to that sector. The flietteof these shifts is to leave the
capital share roughly constant.

More concretely, consider transport. Since the 1930s, we hat simply travelled longer and
longer distances by train. Instead we have switched toltbamear, and now increasingly from car
to aeroplane. Furthermore, as car engines become rfitrieset, the fuel economy of the actual
cars increases much more slowly, the reason being that vasetever heavier and more powerful
vehicles. Next consider lighting. The average enefjgiency of light production has increased
by a factor of around 1000 over the last 200 yeatsowever, production of light has increased
by a factor of 7000 over the same period, hence energy use ligtiting sector has increased by
a factor of 7 despite the phenomenal increasefioiency. What has driven this shift into energy-
intensive goods such as air travel and lighting? In econdenius it could be either an income
effect—rich people like energy-intensive ftu-or a substitution fiect—energy-intensive dfu
got cheaper compared to otherf§tiand people buy more of things when they get cheaper. In
reality it will of course be both, but there is some evider@suggest that the former explanation
is very important, i.e. the switch to energy-intensive goisddriven by an incomefiect.

6.1.4. Why isitimportant? If we know that structural change is happening, itis verydmp
tant for policy to know what is causing it. There are sevesabons for this, of which we discuss
two. The first reason we need to know the causes of structaaige is in order to predict future
energy demand. There are many reasons why we want to abled@pfuture energy demand:
one is that accurate prediction is important for optimaliemmental policy: if demand is likely
to rise steeply in the future, this will imply higher carbamigsions and this may in turn lead to
higher marginal damage costs of carbon emissions todayhemck higher optimal taxes.

The second reason we need to know the causes of structurgjeiathat it may be directly
relevant to the choice of policy instruments in second Baten the only market imperfection is
the failure to price carbon emissions then we know from Pid@20) that the optimal allocation
can be achieved by applying a Pigovian tax on those emisdiens tax set at the level of mar-
ginal damages caused by the emissidiait when there are multiple market imperfections, the
situation is unlikely to be so simple, since some of theseeirfgetions may be dlicult or impossi-
ble to correct, and this mayfact the €ficacy of emissions taxes. For instance, in an international

3See Houthakker (1957) for a discussion of Engel’s law.

4assume rising income. Good 1 is food, and good 2 is not conduahall until income is sfiicient to satiate the
desire for food. At this point, consumption of good 2 beginken desire for that good is satiated, consumption of good
3 begins. Etc.

5Data from Fouquet and Pearson (2006) for the UK.

6The same result can of course be achieved through tradatmetpas well.
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context it may be dificult for countries to agree on a uniform tax rate (or a glokzling system).
Under these circumstances, if one country applies emisdtes unilaterally, this may lead to
leakage, i.e. the tax may cause emissions to shift out otthaitry and into other countries. This
may be caused by energy-intensive industries relocatiray &wm the taxing country.

If a tax is counterproductive in this way, an attractive @iggive may be to subsidize invest-
ment in energy-augmenting technology, thus making energnsive industries moreffecient
and (hopefully) reducing emissions. But if the elasticifysabstitution between energy-intensive
and labour-intensive goods is high, the policy may not dgieedesired result: an increase in en-
ergy dficiency will reduce the price of energy-intensive goods stay consumers to substitute
towards such goods. Thisfect is known aseboundand will be discussed at length below. On
the other hand, if the elasticity of substitution is low—ilyipg that demand for energy-intensive
goods is inelastic—then a Pigovian tax will have little direffect on consumption, and its main
effect is likely to be on technology. Under these circumstanisethinology subsidies (either to
energy-diciency, or to reducing the costs of clean energy productita) be a good optioh.

6.2. Structural change driven by substitution dfects

In this section we develop a model with only substitutidieets. In the following section we
develop an alternative model driven by incontikeets. We do this for clarity and simplicity. Note
that Hart (2018a) develops a model of structural changesdrby both income and substitution
effects.

6.2.1. Rebound and consumption patternsRebound is frequently ignored in theoretical
literature, perhaps because of the common assumptiorhgh@cbnomy consists of just a single
sector. However, the idea has a long history, starting vatlods (1865), who argued that future
scarcity of coal would be exacerbated, not alleviated, Impwations increasing thefeeiency
of technologies based on coal use, the reason being thatirsuabations would lead to a large
increase in the use of coal-based technologies. The idebdwspicked up more recently by
energy and ecological economists (see for instance BingayaB001, and citations), where it has
been named the rebounfiect.

To define rebound, assume an economy in which total energig Bsend focus on produc-
tion of goodi using (among other inputs) augmented energy #gW;. Rebound is present when
an increase in energyfeiencyA;; by a factorx leads to a reduction @ by less tharR (1 - 1/x).
Note that according to this definition rebound may occur initthe production process itself:
if the producer of the good has access to a more endfiigyent technology, the producer may
choose to use more augmented energy and less augmented datkzapital in the production
process. However, we generally think of rebound as ocayiwimthe consumption side of the
economy. Given the definition above, we can then think of tftealpcer as having a Leontief
production function with no substitutability between awgmted energy and other inputs.

Both income and substitutiorffects may contribute to rebound: an increaséjreads (ce-
teris paribus) to a fall in the price of goadwhich raises the purchasing power of consumers
(income dfect) and induces them to substitute towards consumptiorood g (substitution ef-
fect). Given the small factor share of energy, the incoffiece of increases in energy-augmenting
technology is likely to be small; on the other hand, givenrthech higher energy share of some
products, the substitutionffect of increases of the energffieiency of such products may be
substantial.

The evidence for reboundtects is reviewed by Sorrell (2007), who finds that they are sig
nificant but generally much less than 100 percent, imphyiirag increases in energyhieiency of
specific products do lead to large reductions in energy usecaged with consumption of those
products. A key reason for this is that the substitutabilgyween energy-intensive and other prod-
ucts is far from perfect, just as intuition would sugg&his evidence suggests that rebound alone
cannot explain the shift towards consumption of energgrisive goods, implying that income ef-
fects (driven by rising labour productivity) must also havgart to play. Although microeconomic
studies of rebound abound, there have only been a few ag@mptild macroeconomic models
in the literature: see for instance Saunders (1992, 2000).

6.2.2. A general rebound model.To analyse rebound we must have a general equilibrium
model. Since we want to focus on the substitution betweedymts on the consumption side
in the simplest possible context we assume two productsdy-, both of which are produced

"Note that if the elasticity of substitution is low, this ings that structural change must have been driven by income
effects, i.e. consumers choosing more energy-intensive gaotiey got richer.
8For the first analysis of rebound see Jevons (1865), and @thanuseful presentation see Binswanger (2001).
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competitively by a representative firm using a Leontief texdbgy and inputs of labour and a
resource. The key equations describing the productiondfittee economy are as follows:

y1 = min(Al1, Arira); (6.1)
y2 = min(Al2, Aror2); (6.2)
li+1p = L; (6.3)
ri+r2=R (64)

The first two equations are the production functionsyfoandy,, and the second two equations
show total labour and resource inputs. We assume that tloeiddbrcel is fixed, whereas re-
sourceR are provided at a price, which is fixed relative to the waga, i.e.w; /w = ¢ wherey

is fixed. Both labour and the resource are traded on comyetitarkets.

Define p; as the price of good;, and py as the price ofy,. Furthermore, let the wage
be the numéraire, normalized to be equal to labour prodoct#®: w; = A;. Since markets are
competitive then price must be equal to marginal cost. Siveebave Leontief then marginal cost
is the same as average cost, and

ri=11(A/A);  rz2=1(A/A2).
So total costs for good 1 are

c1 = Al +yAlL(A /A1),
and similarly for good 2. Furthermore, production of the dos

yi=Al1 and y>=Aly,
hence average costs, and hence prices, are given by

p1=1+y(A/A1);
P2 =1+ y(A/A2).
Finally, useL = |1 + 1 and the expressions for andr, above to show that

R=ri+r2=Alfl1/A1+(L-11)/A2].

To investigate the reboundfect we assume tha;; increases. What happens? From the
information we have, we know thai/l; will decline, andp; (the price of goody;) will also
decline. In general we expect this to lead to an increasedamtiantityy; demanded, and hence
also an increase ih, labour employed on the production of good 1.

Mathematically we want to find the elasticity of total reseidemandRto an increase iy1:
we denote this elasticity;. Furthermore, for convenience—since we do not yet wish éxiép
the demand side of the model—we define the elasticity wfr.t. the change i\, asn. Given
these definitions, dlierentiate the above expression Fowith respect toA,1 to show that

1—(1—%);”}. (6.5)

To understand equation (6.5), assume first that 0, implying that the elasticity of substi-
tution between the products on the consumption side is ZEnen the elasticity of total energy
demand with respect to an increasein is simply equal to the share of product 1 in total energy
demand. That is, there is zero rebound.

Now assume instead that> 0, implying that the price reduction in product 1 causes some
reallocation of consumption (and hence also productiomaitds that product. Thus the term in
square brackets mayfthr from 1. However, as a baseline case note that wheg A2 then this
term is still 1, andy, is still equal to the share of product 1 in total energy demdine reason is
that when the products (1 and 2) are of equal energy intetisty a reallocation of consumption
between them does noftact total energy demand. Thus the reboufida is zero.

Now assume thaj; > 0 andAr1 > Ar2, implying that product 1 is less energy-intensive that
product 2. Now the term in square brackets is greater thaniopdying that the reboundfiect
is negativei.e. the increase i1 causes greaterreduction in total energy demand than would
be expected on the basis of a naive analysis. The reasort ihéheeallocation of consumption
towards product 1 occurs at the expense of product 2, andipr@ds—by assumption—more
energy-intensive than product 1. Therefore this realloodéads to a reduction in energy demand
over and above that which is caused directly by tficiency increase in production of good 1.

Finally assume thaf; > 0 andAr1 < Az, implying that product 1 is more energy-intensive
that product 2. Now the term in square brackets is less thanimplying that the reboundtect
is positive, i.e. the increase #y1 causes a smaller reduction in total energy demand than would
be expected on the basis of a naive analysis. The reasort ihéheeallocation of consumption

r
rh+ro

==
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towards product 1 causes a net increase in energy demanaseqmanduct 2 is—by assumption
—Iless energy-intensive than product 1. Therefore thidaeation leads to an increase in energy
demand, partly or even completely cancelling out the rédoathich is caused directly by the
efficiency increase in production of good 1.

So we can conclude that rebound is caused by the realloaatiatbour (and other inputs
other than the resource) between sectors, triggered bycaeaise in resourcedfiiency in one
sector. When that sector is of low initial resource-intgngien this reallocation is a further
benefit, increasing the reduction in resource demand. krethrds, the reboundtect is negative.
When that sector is energy intensive then the reallocaiimmishes—or may even reverse—the
direct fect of the d#iciency increase.

6.2.3. Avery simple specified modelWe now set out to specify our rebound model (above)
and try to calibrate it to match data. One property we wold bur specified model to possess
is that it should yield the constant resource share we obdanvFigure 4.4. We begin by testing
a model that mirrors the simple assumption of a Cobb—Douyglaguction function of a single
good with two inputs (labour and the resource), but where ave Imave two goods each produced
with one input, and the substitutability is on the consumpside. Having checked the model
against data we go on to develop a slightly more sophisticaaeant.

In our simplest model the production functions f@randy- are as follows:

y1=nkl; (6.6)
Y2 =yrket. (6.7)

Thus labour is the only input tg;, and energy is the only input t. In equilibrium,l = L and

r = R. To complete the overall picture we assume that aggregatcaptionY is a CES function

of the two aggregate produgtsandy,, hence (at the level of the representative firm) we define a
parametet € (-1, c0), and

y = (ay; +(1-a)y,) e (6.8)
Thus wherk is positive the two aggregate products are complement®isghse that if a product
becomes increasingly scarce then its factor share rises.

As above, the energy pricevg and the wagev, andw;, /w = . We want to test the ability
of the model economy here to reproduce the data seen in Fglurdo do so we let labour and
the ratio of the input pricesy, /wj, evolve exogenously, and derive total energy BRfeom the
model.

The solution is straightforward. Briefly, derive twofidirent expressions for the ratio of the
prices of the aggregate goods: firstly by comparing theirginat contribution toy, and secondly
by comparing their unit production costs. Use these twoesgions to eliminate the price ratio,
and rearrange to show that

R [1_0, '}’rkr —€ W —lr-/(l*f)
UG G

Hence the aggregate elasticity of substitution betweerggrend labour is 2(1 + ¢).

Now sete = 0. This implies that equation 6.8 is Cobb—Douglas, and tlyzeate elasticity
of substitution between energy and labour is 1. Thus we Havednstant-share result and 100
percent rebound (energy demand is ndéeted by the direction of technological change)! The
result is intuitive: we have two products, one made entiteding labour, the other using only
energy. When the products are combined in a Cobb—Douglasiétnon the consumption side
the products take constant shares, and therefore labowaranrdy must also take constant shares.

This model tackles two of the weaknesses of the Cobb—Doungtatel: the unrealistically
high substitutability between the inputs on the productioie, and assumption that all products
have equal energy intensity and are perfect substituteb@mansumption side. However, it
replaces them with an equally troubling characteristie, the assumption that final goods are
produced either using pure labour or pure energy. To see hallgmatic this is, consider Figure
6.2, where we illustrate how energy intensity varies acsess$ors. In Figure 6.2(a) we see that
if we divide consumption into two equal parts, one energgsisive the other not, then the low-
energy-intensity consumption accounts for just under 20qr of energy consumption. In 6.2(b)
we see the energy intensity and expenditure shareffgfrdint consumption categoriesffdrent
types of services—of low energy-intensity—account for etvan half of expenditure, while the
two major energy-intensive categories are habitation aatbniransport, and the final category
(with highest intensity but only a small expenditure shaseajir transport. The figure shows that
dividing consumption into two input-specific products does follow naturally from the data,
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which suggests a continuum of products of gradually inénegiatensity. Furthermore, the energy
share of the most energy-intensive product (air transjdly around 14 percent, nothing like
to 100 percent intensity assumed in the mdtel.
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Ficure 6.2. Cumulative energy use and energy intensity plottethagaumu-
lative expenditure when consumption products are sorteddar of increasing
energy intensity. All the axes are normalized. Regardirgrgynintensity, we
only have data on relative intensities, and we normalizeie gn average in-
tensity of 4 percent.

6.2.4. A slightly more general model.Now assume two aggregate produ¥tsand Yo,
where the former is labour-intensive in production and tteel is energy-intensive. Each are
produced in a constant-returns production function in Whexhnology is exogenous. We can
thus assume that they are produced by perfectly compefiitme and hence there are no aggre-
gation problems within the two production sectors. We tfereefocus on productiog; andy,
from the representative firm in each sector.

Because we want to build a simple model, and because labis taore than 95 percent of
returns (energy less than 5 percent), we assumethatproduced using only labour, whereas
uses both. The production function f@ris Leontief: as discussed above, the short-run elasticity
of substitution between labour and energy is very low, antthéncontext of this model it can be
ignored. Finally, we assume that technological changerigtetely unbiased, so we have a single
knowledge stock that grows exogenously and boosts the productivity of guis equally. We
therefore have

y1 = yiKla; (6.9)
y2 = kmin(yi2l2, yrar2); (6.10)
I+l =L; (6.11)
=R (6.12)

The remaining parameters are analogous to those of the DTd&Imib andR are total labour
and total resource use respectively. To complete the dvyaicdlire we assume that aggregate
consumptior is a CES function of the two aggregate produgtandY;, hence (at the level of
the representative firm) we define a parametef-1, ), and

y = (ay;* +(1-a)y,9) Ve (6.13)
Thus where is positive the two aggregate products are complementgisghse that if a product
becomes increasingly scarce then its factor share rises.

As above, the energy price v and the wagev. We want to test the ability of the model
economy here to reproduce the data seen in Figure 4.4. To de &t labourl and the ratio of
the input pricesw; /w;, evolve exogenously, and derive total energy R$mm the model.

To solve, first note that (from the Leontief production fuan) yj2l2 = yr2r2. Then derive
two different expressions for the ratio of the prices of the aggesg@dds: firstly by comparing

%The data for Figure 6.2 are from Mayer and Flachmann (201hg groducts—in order of increasing energy in-
tensity—are Education services; Health services; Heathices and social work; Other services; Cultural and sport
services; Retail and wholesale trade; Hotel and restasemices; @ice and electrical machinery; Paper and publish-
ing; Water transport; Auxiliary transport services; Otlfend transport; Furniture, jewellery, musical instrunseatc.;
Other products; Textiles and furs; Food and tobacco; Aditicai products; Transport via railways; Habitation; Cheah
products, rubber, and plastic; Motor transport; Air traorsp
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their marginal contribution ty, and secondly by comparing their unit production costs. these
two expressions to show that

[ o ¥ —€ 1/(1+e)
1 11
= =—= l+w ,
I [1—0(%2) ( )}
where

Wr Y12

w=——,
Wi Yr2

and represents the ratio of the energy price to the wagdf{mency units). Use the expression
for 11/12 and the restriction on total labour to fity and henc& usingyzlz = yyora:

R o —e 1/(1+e)) 1
—= B{1+ —(m) (1+a))] } .
L Yr2

1-a\y2
Finally show that the elasticity of substitution betweeemgy and labour is as follows:

) 1(tre
bd €
WiQ w 1 [_ﬁa(ﬁ) (1““)]
Ns= =7+ =
QMW l1+wl+e —€ 1/(1+e)
|2 () a1

So when the price of energy declines relative to labour (& done historically), what
happens to the energy share in the model economy? Startheitbase ot = 0, in which case
equation 6.13 reduces to the Cobb—Douglas. Then we have
W l%a(l-i_ O))

T ltw(l+w)+1

s

Sorsis less than 1, i.e. when the price of energy relative to lableglines by 1 percent, energy
useR (relative to labour) should rise by less than 1 percent, @d¢ine energy share declines.

However, there is a special case in which the above resu#t doehold, and that is when
w — oo, implying (in the limit) that the production function fgp is simply

Y2 = yr2Kra.

Then we haveys = 1, i.e. the factor share of energy is constant. This is to peebed, as this case
amounts to reducing the model to our previous model with tigmecific products.

The special case sheds light on the general cases. Whenalaotlrland energy are used in
producing the energy-intensive good then—if we holat zero—the ffect of declining energy
price on the relative price of that good is not so great, heéheeshift in consumption patterns
caused by the price shift is not so great, hence the energg slealines as the relative price of
energy declinesy < 1). Furthermore, as the energy share of the energy-integsied declines
the elasticityns declines, approaching zero in the very long runuaapproaches zero, at which
point the energy share is zero.

Whene < 0—indicating a very high degree of substitutability betwélee labour-intensive
and the energy-intensive goods—then gosuficiently high the model can deliver; = 1 and
hence a constant energy share. However, again, the detlihe relative price of energy causes
w to decline, and a& declines thems will decline. That is, the constancy of the energy share is
only temporary, and in the long run the energy share will—ffam being constant—approach
zero.

We do not parameterize the model formally, rather we lookefedence suggesting reason-
able values for the parameters. Consider first Figure 6.&tl¥ithe figure shows that dividing
consumption into just two products offtéring energy intensity does not follow naturally from
the data, which suggests a continuum of products of gradimalieasing intensity. Secondly, the
spread of energy intensities in the data is not very gredf:ai@onsumption expenditure goes
on products with energy intensity between 25 and 50 perdahiecaverage level, 49 percent of
expenditure goes on products with energy intensity betv&&and 250 percent of the average
level, and even the most energy-intensive good (air tramispbl percent of expenditure is just
3.5 times more energy-intensive than the average good.

The data suggests that if we must lump consumption into tvealgoand assuming that aver-
age energy intensity is 5 percent, then we could choose oo \gith intensity 2 percent which
accounts for 50 percent of consumption, and the other wihnsity 8 percent accounting for the
other 50 percent. Given the even more restrictive set-up@imodel—with one good having
zero energy intensity—then we could think of the second gaodccounting for 50 percent of
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consumption at 10 percent intensity. If this representsituation today, could we have got there
(in the model economy) via a long-run path with constantgyshare?

It is straightforward to show that the above parameteizeiinplies thatw = 0.121° The
only way to achieve a dficiently high elasticity of substitution between labour amergy would
then be to assume thatvere close te-1, i.e. labour-intensive goods such as services, and energy
intensive goods such as transport and housing should besgfradect substitutes. The data does
not support such a parameterization.

6.2.5. The failure of models without income ffects. Consider for instance microeconomic
studies of reboundffects. Rebound is present when an increase in the enfirgigecy of some
process in the economy by a factofwherex > 1) leads to a reduction of total rate of energy use
in the economy by less tha(1-1/x), whereQ was the original rate of energy use in that process.
There are potentially several reasons for rebound in a oeedamy, but in the model above there
is just one: that an increase in th@e&ency with which the energy-intensive product is produced
leads to a reallocation of production labour towards thatipct, thus reducing the potential saving
on energy use. The evidence for reboufid@s is reviewed by Sorrell (2007), who finds that they
are significant but generally much less than 100 percente@ses in energyiéciency of specific
products do lead to large reductions in energy use assdaiatie consumption of those products.
In terms of the model, this indicates that the substituitgtiletween energy-intensive and other
products is relatively far from perfect, just as intuitioowd suggest!

The rebound evidence shows that the price-elasticity ofadehfior specific products is insuf-
ficient to account for the historically observed aggreghstieity of substitution between energy
and labour. But the evidence over the period 1870-1970-dhapicreasing energyfciency
in the production of specific goods (such as artificial lighd anotive power), combined with the
rise in energy use tracking the rise in global product—ninadess demonstrates that there must
have been a shift in consumption patterns towards enetgysive goods. Direct evidence on con-
sumption patterns confirms that such shifts have occurregiailing consumption of light, for
instance, Fouquet and Pearson find that per capita consumaggdtartificial light in the U.K. rose
by a factor of 7000 between 1800 and 2000. This factor shaatwbimpared to the approximately
15-fold increase in per-capita GDP over the same periodijowit shifts in consumption patterns,
consumption of all products should have risen by this faot@r the period. Regarding transport,
Knittel (2011) analyses technological change and consiempttterns in the U.S. automobile in-
dustry, and shows that—for a vehicle of fixed charactessticerms of weight and engine power
—fuel economy would have increased by 60 percent over theg&®80-2006 due to technolog-
ical change; this is approximately on a par with increasédatiour productivity. Furthermore, he
also shows that actual average fuel economy increasedtiy5yercent, the dierence being due
to countervailing increases in the weight and power of vekicThus we havefigciency improve-
ment leading to a fall in unit costs of energy services, coratbiwith a countervailing increase in
consumption of these services. We can thus summarize tbemdbmodel as follows.

The above evidence supports the idea that substitutiongeetywroducts of dliering energy
intensity is important to take into account when deterngrénergy policy, and demonstrates how
such substitution has the potential to undermiifieres to reduce energy demand through increases
in energy diciency. However, the failure of our simple model above shthas$ we need a less
restrictive model in order to capture the key mechanisme: mechanisms which might be rele-
vant are (i) substitution due to incom#exts as well as substitutiofffects, and (i) substitution
towards new products rather than between existing prodittsse two mechanisms are related
to one another, as we can see by considering the historital Gansider for instance transport:
during the 20th century technological progress drove bisthg incomes and the appearance of
new energy-intensive consumption goods such as automatileir transport. Such goods are
luxuries to low-income households (and hence also to angétmld if we go back in time suf-
ficiently) hence their income-elasticity of demand wasiafliy high, and rising incomes caused
a substitution towards such goods from less energy-intemiernatives. In the next chapter we
present a model which envisions this process of technabgltange and substitution towards
new, more energy-intensive goods as a continuous proceash whl only be broken by changes
in the relative price trend of energy to labour.

10t the energy share of the second good is 10 percent whilexjiereiture share is 50 percent then 44 percent
of labour must be employed in making the second good i/ = 0.8. Furthermore, if the overall energy share is
5 percent themi(l1 +12) = 19w, r,. Eliminatel; to show thatwil, = 8.4w;rz. But we know thatyjalz = yr2r2, hence
W /y1 = 8.4w; /yr2, hence we have, = 0.12.

1o the first analysis of rebound see Jevons (1865), and @thanuseful presentation see (Binswanger, 2001).
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Y1 = Amin{Ly.aR) <0
Y = (A/2) min(Ly,aR/2) @

Y3 = (A/4) min{Ly,aR/4}

Ficure 6.3. The model with multiple sectors and inconfigeets.

6.3. Structural change driven by income #ects

In the previous section we argue that a model without incoffeces can never match the
data about structural change an energy use. In this secgosetvup an alternative model with
structural change driven only by incom@@ets.

6.3.1. The model.We now build a model—illustrated in Figure 6.3—in which stiural
change is driven by incomefects, in the spirit of Matsuyama (2002). A range of produets ¢
be made, and as consumers become richer they ‘trade up’ bett@roduct they carffard. The
best products are also the most expensive to make, and thenmargy-intensive.

There is an infinite series of produdfs and the production function for product is as follows:

Y, = (A/2"Ymin{Lyi,aR;/27Y),

whereA is productivity,Ly is labour in final-good productioiR is the resource input, andis a
parameter. So when productiviydoubles (holdind-y; andR; constant)Y; doubles. However,
adding 1 ta halvesy; for givenLyj, assuming that energy inputs can be doubled. The res&urce
is extracted using labour, and the extraction functiomiedr:

R=¢ALRg.
Given the Leontief production function we have, for eachdygo
Lyi = agALgi/2 7%

Each individual supplies a unit of labour, so (usipgndig for the individuals’ labour allocation)
ly +Ir = 1. And if a specific individual produces goowe have (sincéy; = apAlgi/2 1),

vi= %; (6.14)
IRi = 1+a¢];A/2il; (6.10)
and ri = #ﬁ/ﬁ*l' (6.17)

So for giveni (i.e. assuming no structural change)Aifincreases at a constant rate then labour
in the resource sector declines, approaching zero whenco, resource extraction grows slowly
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and approaches a constant rate, and production increaseatatthat approaches the growth rate
of Ain the limit.

Labour is paid the same wage in both sectors, and we normaling = A.? It follows that
nominal GDP isAL, whereL is total labour. We also define this to be real GBFotal costs for
production of quantityy; arew (Lyi+ Lri) = Y;2 1+ 2'-1/(a¢A)]. And unit costs (and hence
pi) are as follows:

, i-1
pi=2"11+ 2 ] (6.18)

apA

So we have a range of goods indexedibyhich are increasingly costly to make iaimcreases,
both because of greater labour costs in the final-good seatdrgreater resource costs. Consider
for instance car travel & n) and air travel (= n+ 1). According to the function, if we switch
from car to air travel—holding\ constant—the same amount of traYelill require double the
labour and four times the energy.

Prices increase steeply inbut consumers choose goods with highecause they are more
attractive, or judged to be of higher quality. More speclficave assume that consumers have
lexicographic preferences such that they always prefeotsume the good with the highast
available, subject to a restriction that> c. We can interpret this as consumers demanding a
minimum quantity of consumptiog, and that given that this quantity restriction is satisfieelyt
choose the highestfardable qualityi. This is most easily understood in terms of food. Assume
that food is the only consumption good. Then the utility filmie implies that consumers only ever
demand a certain quantity of food (e.g. the quantity theylneeatisfy their hunger), but subject
to this restriction they choose the highest possible quatibwever, we can also think of other
consumption categories, such as transport. We can imagiaeanomy in which each individual
needs a car, and for given income the individuals choose tist expensive car they cafferd
(rather than, for instance, two crummy cars).

To close the model we need to link production and consump#ion simplicity we assume
that there ard. identical individuals in the economy, supplying total labd which is divided
betweenLr andLy. Total household income is L = AL, and the income of each individual is
A. Since the price of goodis p; (equation 6.18), the condition for the representative oores
being able to fiord goodi is

1 2ifl
A>2"c|l+—|.
- # ’ a¢A}
For giveni, define the minimum value ok which yields @ordability asA. InsertA; instead of
A, write the equation as an equality, and solveApto yield

o 4 \05
i =272|1+(1+—=] |C
A [ +( + a¢C) ]c
It follows by inspection that each timé& doubles, the indek of the best fordable product in-
creases by 1. And by inspection of equations 6.14-6.17,yatauh (i.e. the number of items
y; produced) remains the same, labour allocation betweereimirce and final-good sectors re-
mains the same, but resource use tracks the growth rét¢aofd hence the growth rate of GDP).

6.3.2. Policy implications. Assume that the resourBas coal, and that coal causes polluting
emissions with associated damages. There is no altertatikaology, and technological change
is exogenous. Agents are symmetrical. What is tfiece of a Pigovian tax on emissions from
coal burning, with the revenues recycled lump-sum? Considéngle agent. This agent has to
pay a higher price for each gogdbecause of the tax. But the agent’s income is higher, thienks
the transfer. If all agents carry on buying the same good thege before the tax was imposed,
nothing will change: the tax payments and the transfer wilotly match each other. But could a
single agent raise her utility by switching to a good with &y hence paying less tax and being
able to buy more of the good than she could in laissez-faite?ahswer to this question is clearly
‘No’, because of the lexicographic preference functiory @mantity of a good of loweirwill give
lower utility than the minimum quantity of the original goo8lo, the emissions tax has nibet!

The above example illustrates how litti&ext an emissions tax has on consumption-based
emissions when consumers are not willing to substitute éetwdiferent goods. Note that there

12Note that it makes no sense to normalize the price of the fimadlgo 1 because there are many final goods which
vary in quality.

1340w real GDP should be measured is a complex question in amegpwith many goods of varying quality.
Given our definition, the prices of the goods decline oveetibut only slowly ??
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would be some féect if the tax had a redistributiveffect: if we had consumers onftlrent
incomes, where those with highest income chose the mossiemssintensive consumption, then
an emissions tax would redistribute some income to thos@warlincomes, potentially saving
some emissions. However, if the redistribution caused tom@me consumers to ‘trade up’ to
higher emissions consumption thiezt might be the opposite.

The above analysis does not show that emissions taxes anéetesin an economy with very
powerful income #&ects. However, theffect (if any) must occur on the production side. That
is, the tax must induce firms to shift their production tedbgg to low-emissions alternatives,
including the option of first developing such alternativiiskéd to Solow’s third mechanism).
For instance, if producers can choose between coal, gagardables for electricity generation,
an emissions tax may shift the choice from coal to gas, andlehtax may shift the choice again
to renewables. So the key point is that in an economy in whatsemers are not prepared to
substitute between alternative products, the key to redusmissions is cleaner technology.

If an emissions tax induces a switch to a perfectly cleanrteldyy, the &ect on emissions is
obvious. But what if the tax causes a more expensive buteteasource to be used in production?
That is, what if the tax results in an increaseninbut a decrease in? If the resource share is
small (soLy > Lg) then we can approximate 6.17 as

2i71
ri=—,
[07

and an increase ia drives emissions down linearly, as longiastays the same. And since the
resource share is small, thfect of resourceféciencies on the chosenvill also be small, hence
the dfect of resourceféiciency on the choice of product will typically be small. Thstin this
economy the ‘reboundffect’ of exogenous technological change is small. And siftgoe of
technology is key, regulations banning polluting techg@s may be asfecient—and simpler
to apply—than pollution taxes.



CHAPTER 7

Substitution between alternative resource inputs

In the previous two chapters we saw—Chapter 5—why modelshas DTC are not suc-
cessful at explaining why aggregate demand for (for instaanergy from fossil fuels has tracked
GDP, implying that aggregate energffieiency has failed to rise, and then—Chapter 6—how
structural change driven by a combination of substitutiochiacome éects can explain the aggre-
gate data. Furthermore, we saw that where incoffieets drive increases in resource demand, the
only way to stem resource demand—save preventing risesamia—may be to find alternative
technologies using fferent inputs. In this chapter we return to the basic model-bbS®ouglas
in labour and the resource, no structural change—and exténd third direction, by including
the possibility of substituting between alternative natwesources in production, using a nested
production function.

We begin by building and testing a very simple model of resewsubstitution, in which
two alternative resources are available which are sulatitel for one another, and technological
change in the resource sector is unbiased. We show that tHelroan do a reasonable job of
accounting for aggregate data in two cases. We go on to carSalow’s third adaptation mecha-
nism to resource scarcity (page 61), which was to increasgeagh technological change—the
efficiency of an alternative (substitute) resource in proaunctif one or more product categories.
The idea here is that when there is a need to switch to an atteemesource, directed investments
lead to an increase in théfeiency with which we can use the alternative resource. Tdesa is
related to the concepts of path dependence and lock-ingiisdby Arthur (1989) among others,
and the idea that we are ‘locked in’ to fossil-fuel use bydrigtdates at least to Unruh (2000).
More recently, Acemoglu et al. (2012) have proposed a modehich a regulator can transform
lock-in to break-out: through a massive but short-rfforé the regulator can set in train a technol-
ogy transition from dirty to clean energy, a transition whigill then continue without the need
for further regulation. We analyse—and question—the aiee of this model in the following
chapter, on pollution.

7.1. A simple model with alternative resource inputs

7.1.1. The basic modelRecall from Chapter 4 that the simple Cobb—Douglas produocti
function with labour, capital, and resources does a deodrf matching the aggregate long-run
data, with constant factor shares for labour, capital, @sources. Furthermore, in a long-run
context with perfect information and relatively constardwth we can abstract from capital with-
out any major loss of relevance for the model. We then havéaltewing aggregate production
function:

Y = (ALY (ARR).

The units ofY arewidgets year!, the units ofL are simplyworkers hence the units of_ are
widgets worket* year. The units ofR, the resource input, are na@s year?!, where res is a
measure of resource services, the meaning of which will inecdearer below.

The production function implies (as we saw above) that retdo the resource relative to
labour are constant, irrespective of relative prices,atig@ technological change, etc. To see this
set up the representative producer’s problem—

maxr = py(A L) (ARR)Y —wiL —wR
—and diferentiate w.r.tRto find w;:
wr = aY/R
and wW,R/Y = a.

INote that we know from the previous chapter that the diversitproducts made in real economies is important
for understanding resource demand. However, here we makasgumption that it can be ignored—at least for the time
being—when modelling demand for alternative resources.
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Now we return toR, resource services. We have two physical resource inpuits(tons
year?), X, andXq, and the production function for resource services is

Re = [(reAcXe)® + (yaAaXa) e, (7.1)

where the elasticity of substitution between the two/il% €), ande € (0,1). So the two inputs
are highly substitutable in the production of resourceisesR. Consider for example iron and
aluminium, or coal and oil. The units are shown in Table 7.hiere (for instance) idegsneans
ideas augmenting resource inftit

Tasre 7.1. Units in the production function for resource services

Quantity Unit Quantity  Unit

Ye res toigt ideg!  yq res torg* ideag?
Ac ideas Ap ideas

C tons ofCyear! R tons ofD year?

Note that the production function for resource servicesliesphat if we have only one re-
source input (perhaps only iron and no aluminium) then tinetion is very simple. For instance,
if we have only inpuC then

Rt = vcActXcts

and likewise for inpuD. Now assume that:.ActXct andyqAgiXq: are both equal t®R/2. Then
when they are combined in the production function we have

R= 2(1—6)/6§’
which is greater thaR. Because the inputs are imperfect substitutes they threrefomplement
each other to some extent, implying that the whole is more tha sum of the parts.

Now we turn to technological change. In this section we singgsume that technological
change in the resource production function is unbiased rogemous, implying tha#c andAp
grow at equal rates. Furthermore, we assume Aais constant, since resource services are
already augmented by technologies andAp. Finally, A_ grows exogenously at a constant rate
0, which is also the growth rate & and Ap, and population grows at rate Without loss of

generality we normalizég = 1, andAc = Ap = AL = A. The two resources are extracted using
final goods, and unit extraction costs arg andwg; respectively. So we have

Yi = (AL)YORY,

Re = At[(yeXe)© + (vaXad)] 7.
and Ct = Yt — (WetXct + WeeXat),

whereC is aggregate consumption. If the resources are scarce¢iennce price will be extrac-
tion cost plus scarcity rent; however, for now we simplifydssuming that price equals extraction
cost, and account for scarcity informally by allowing pricaise. When testing the model empir-
ically we only have data on price (and hence no data on eidracbst and scarcity rent).

7.1.2. The solution. The solution to the model is straightforward. We alreadyehinat
wWR=aY.
Consider now production d®. Set up the producer’s profit-maximization problem as fafip
70 = Wt A [(YeXe) + (vaXa) T € = WerXe — WatXat,
and take first-order conditions to show that
WeXe = Wr (R/A)(yeXo)©
and WaXa = W (RIA)(yaXa)",
and hence
weXe = Wi/ O (R/A) (ye/we) -9
and wgXg =i’ (R/A) (ya/wig) /A=),
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Because we have perfect markets, price equals unit cost so

= {A/ [(ye/We) ") + (ya/wa)/ (176)]}
And sincew; R = aY we have

€/(1-€)

wr = o(AL/R)Y,
and we can eliminate to yield
R= AL{e[(ye/we) 9 + (ya/wa) 9]}

So if we andwy are both constant theR grows at the same rate &si.e. g+n, the sum of the
growth rates of labour productivity and population. And takative factor shares of the resources
are

1/(1-a)

WeXe _ ()’C/Wc )E/(l_s)
WaXd  \Yd/Wad '

This implies that the resource that is cheaper pigciency unit takes the larger factor share, and
the advantage is bigger the higher is the substitutabitityeen the resources (i.e. when»> 1).

7.1.3. Empirical tests. To test the explanatory power of this very simple model we tako
pairs of resources, oil-coal and iron—aluminium. In eacease first present data on prices and
factor expenditure, and compare the expenditure to GGRsggytmbal product). We then plot
total expenditure on the two factors together against G@dPcaeck whether the ratio of the two
is approximately constant. (Recall from the model that tht® should be constant,) Finally
we plot the ratio of expenditures on the two factors, and cm@his to the same ratio obtained
using the price data and the parameterized model. In thelreodeomy (immediately above) the
ratio is

WeXe ()’C/Wc )E/(le)
WaXd  \vd/Wg '

We take the price data (i.e, andwy), then find parameteesandy./yq to fit the factor-share data
as well as possibl&.

0 3
GGP shares, OBS
-2 GGP 0 C+0 exp, OBS p Sl shares, MOD
— — — C+0 exp, MOD
-4
-2 1
-6 - -
-+ Coal exp
o 8 0
k)
-10 -1
Oil exp
-12
-2

-14 Coal price ...

Oil price 10 4
1900 1950 2000 1900 1950 2000 1900 1950 2000

Ficure 7.1. Long-run growth in prices and factor expenditure, cared to
growth in global product, for crude oil and coal, and a testhaf model. In
the left-hand figure we see observed prices and expenditvitbtexpenditures
compared to global product. In the middle figure we see olesktotal expen-
diture on coal and oil, compared to the model predictiong¢tam the prices).
And in the right-hand figure we see the observed relativeofesttares of coal
and oil, compared to the model prediction. In the calibratextlel we have
a=0.02,y:/yq = 0.55, ande = 0.76.

In Figure 7.1 we see that the Cobb—Douglas does a reasowdbdd approximating the ag-
gregate global production function in this case, althounghfactor share of oil and coal combined
has (according to the data) actually risen during the 14@syfea which we have data, rather than
being constant. This can be seen most clearly in the middielpkn the left panel we see that the

2Note that at this stage we simply eyeball the graphs, Figirkeand 7.2 to determine the goodness of fit.
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price trend of oil relative to coal was a very slow decline ad 973, after which prices became
much more volatile, and the gap decreased. The model (seothn easily match the increase
in the oil share as the oil price declines (right-hand paref) it doesn’t do quite such a good job
of accounting for what happens after the oil crisis, wheeedh share continues to grow despite
the increasing price of oil relative to coal. Nevertheless)sidering the simplicity of the model
it does a remarkably good job of matching the data.

0 4

GGP 15 shares, OBS
-2GGP 2 C+0 exp, OBS b shares, MOD
4 — — — C+0 exp, MOD

Feexp . 7

-Iexp

Fe price

18 Al price
1900 1950 2000 1900 1950 2000 1900 1950 2000

Ficure 7.2. Long-run growth in prices and factor expenditure, carad to

growth in global product, for iron and aluminium, and a tefsthe model. In

the left-hand figure we see observed prices and expenditmitbsexpenditures
compared to global product. In the middle figure we see olesktotal expen-
diture on iron and aluminium, compared to the model prealic(based on the
prices). And in the right-hand figure we see the observediveltactor shares
of iron and aluminium, compared to the model prediction. Ha talibrated
model we haver = 0.002,y/vq = 50, ande = 0.55.

In Figure 7.2 we see that the Cobb—Douglas does an excadlermfjapproximating the ag-
gregate global production function when we assume thantmet$ are labour (or labour—capital),
iron, and aluminium (middle panel). In the left panel we de# the price trend was for a steady
decline in the price of aluminium relative to iron, while ttnend in factor share was a correspond-
ing increase in the share of aluminium. The model (smoothkh) does a remarkably good job
of matching the increase in factor share triggered by thdirdemn relative price of aluminium,
although it could be argued that this is due to a lack of vditgln the data (if the long-run trend
of relative prices were more complex this would be a morertiignating test of the model).

7.2. Technological change

Inthe above model we assumed unbiased technological clivatigeresource sector. We thus
rule out by construction the mechanism discussed by Solé#3)land modelled by Acemoglu et al.
(2012) whereby a resource which increases in importanceoffahare) attracts more investment,
and therefore increases iffieiency also. The success of our model without DTC suggeats th
this mechanism may be of limited importance, but it is intelly appealing and potentially im-
portant for prediction and policy, hence we investigatéhfer here, and again in the next part of
the book.

7.2.1. The basic DTC model.Our DTC model with alternative resource inputs is pictured,
in the aggregate, in Figure 7.3. Here we see that DTC occwaséttor in which the flow€ and
D from two alternative resource sectors are combined to maketermediate goo®, which we
can think of as electricityR andL are then combined in a Cobb—Douglas production function to
make the final good. At the firm level, investmentg: andzp are determined by the relative
factor shares o€ andD in the electricity sector. This is reflected in a new versibegquation
5.7

Zo _weC _ (&) (7.2)

Zy wpD |ApD
The big diference from the model of Chapter 5 is that in Chapter 5 theuresaand labour
inputs are complements, implying that 0 and hence an abundant factor earns a low share.
However, the alternative resource inputs in equation &2abstitutes, heneds positive and an
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TN

Ficure 7.3. The aggregate flows of factors and products in the ecgnom

abundant factor earns a big share. Think of spruce and pge in the latter case; if there is a lot
of spruce and little pine the price of pine might be a littletigher than otherwise, but the share
of expenditure on spruce will be high compared to pine (sprman’'t bethat cheap).

If we add the assumption that knowledge stocks grow indepmthdthen we have (corre-
sponding to equation 5.8)

Act/Act-1 _ (ﬁ)%@)
Agt/Ad1r \zat) \&c)
Putting it all together we have

Act/Act-1 _ (WctCt )¢ (@)
Adgt/Adgt-1 \WatDt) \ &)

In order to say more about the development of the economy wst specify how the input€
andD are supplied. For instance, we could assume that they apiadpn fixed (exogenous)
guantities, and that the price is then determined by the etakiternatively, we could assume
that they are supplied at fixed prices, with the quantity tHetermined by the market. Or we
could assume supply functions (linking price and quantity)

If we assume that quantities are exogenous, then all we oneddlis to find an expression for
relative factor costs as a function of quantities and thiee sihknowledge. But we already have
such an expression, equation 7.2. Substitute this intao708tain

Act/Act-1 _ ( ActCt )6¢ (@) .

(7.3)

Agt/Adi-1 \AaiDy de

Finally, multiply both sides b{(%)_w to obtain
€ 1/(1-€
Act/Act-1 {( Act_lct) ¢(§d)] e

As/Ad1  |\AgiDi) \Z

Sincee > 0 this implies that the factor which startff smore abundant earns a greater share, hence
its abundance (after allowing for factor-augmenting kremge) tends to increase! This process
accelerates over time, so the economy heads for a cornerighwhre initially abundant factor
dominates completely. (Note that we have ignored the roléhefrelative productivities of re-
search. There is no obvious reason to suppose that theslel shiber, and if they do not dier
then the terniy//c disappears.)

Now assume instead that prices are exogenous. Thinkingt aloourenewable resources,
this assumption makes more sense than the assumption oérexag quantities; recall that it
implies that the alternative resources are available tditted-good sector (in any quantity) at
some exogenous price level. Of course, in the short-run wevkhat a sudden increase in demand
will lead to a steep rise in price, but in the long run it is @aable to suppose that prices are close
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to unit extraction costs in most cases, and that unit extmaciosts do not vary greatly in total
quantity?
When prices are exogenous we have, from 7.2, that
WGt A\ w9
WgtDr (E) (W_dt) '
Substitute this into 7.3—and assume that the research gtivities are equal—to obtain
1-
Act/Act-1 _ (Act/Wct )SW( 9
Adt/Adi-1  \ Adt/ Wt '

Finally, multiply both sides b{(%)%w(kd

Act/Act-1 (Actl/wct )f¢/(1—e(1+¢))

to obtain

Adt/Adt-1  \ Adt-1/Wat
Now the input with the higher ratio of productivity to priceffectively, the cheaper input) takes
the higher factor share, and thus attracts more investmedthus dominates more and more over
time, and the economy heads to a corner in which only one dhfhés is used.
In terms of the balanced growth path determined in the pusvahapter (foe < 0), such a
path also exists in the case©f 0, but it is not stable. On a b.g.p. we have

(ActCt )E¢ d_4
AaDt) ¢
implying that the more abundant input is harder to augmeatwéver, the situation is as illustrated
in the picture below when the ball is balanced at the top ohthiethe slightest disturbance and it
will start rolling one way or the other. See Figure 7.4
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Ficure 7.4. lllustration of how relative prices (the shape of thereamic land-
scape) determine the relative levels of technology augimgitean and dirty
inputs in the model, and the role of a regulator.

7.2.2. Implications of the DTC model. The basic DTC model with independent knowledge
stocks and fixed exogenous prices implies that the econoyldgitnead to a corner in which
one or the other input dominates completely. Furthermmen & prices vary (exogenously) the
economy is still likely to head for a corner. Once the econ@mjose to a corner—such that one
input is very dominant technologically—then even a radfadilin price of the other input will
not shift the economy towards the other corner, as long atettmological advantage of the first
input is larger.

Now assume that the first input—which has dominated for 1@@sre-is found to be running
out. This causes its price to rise steeply, and potentiatlyout bound. The second input must be
used. However, it will take 100 years of investment to brimg $econd input’s productivity up to
the level of the first input, if we assume that the total qugrdf research investment is constant
over time. So the switch from one input to the other will be remausly costly in terms of lost
production. Finally, if a completely new resource appearthe market, there will be no market
for it, since there will be no technology complementing trestource initially, implying that its
price in dficiency units (the price of a unit &.C for instance) will be infinite, there will be zero
demand for the resource, and hence also zero investmerchindkngy augmenting that resource.

Fortunately, and clearly, the simple model with indepenéanwledge stocks is not applica-
ble to empirical cases. This is demonstrated by the dat&ptes in Section 7.1, where we see
that substitute resources coexist rather than outcongpetie another. Furthermore, when a new
resource appears (oil, aluminium) it rapidly takes marketrs rather than being ‘locked out’ by

SFor instance, the cost of extracting a ton of coal from theBAater mine in Queensland, Australia is nfieated
by the global extraction rate of coal.
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the incumbent resource. Thus we must refine the DTC model ineestill convinced that the
DTC approach is potentially relevant.

7.3. An alternative to lock-in: The Fundamentalist economy

The above aggregate evidence is consistent with a model ichvmowledge stocks are
linked: new knowledge boosting the productivity of alteiva energy inputs is produced not
simply using existing knowledge regarding that input, Habauising overall general knowledge,
and also knowledge which is specific to the use of other enemgyts. Recall the discussion of
the previous chapter (Section 5.4.2) regarding links betwenowledge stocks and wind power.
When the interest in wind power rose during the late 20thugntesearchers did not turn to
windmill designs from the 19th century. Neither did theyfpem their research into new designs
using 19th-century techniques. They harnessed the powttreaiechnological progress made
between 1900 and 1990 in order to make very rapid progressdieg the productivity of power
generation from wind. Much of the knowledge they used wagg#to the whole economy—for
instance computers—whereas some would have been rattafispe other alternative power
sectors, such as electric turbines.

A simple alternative to the lock-ibreak-out economy is an economy in which relative knowl-
edge stocks grow at equal rates, based on growth in overadirgeknowledge. This alternative
has an obvious drawback, however, which is that is seemddmui the technology transitions
which we do actually observe, such as towards the use of dibhmrminium in the 20th century.
The following model—the Fundamentalist economy—captateh transitions in a simple way.

In the Fundamentalist economy we introduce a new distindbietween knowledge stocks
ke andkq and productivitiesA: and Ay, and the dynamics are driven by thefdience between
resource-specific parametégsandky, which represent the degree of technological sophistinati
required to make use of each resource. Productigr isfa function of input productivity,

Ye = YcAcle,
and input productivity is a function of input-related knedtek; andke,
Ac = ke(1— Ke/ke) Y@ for ke > ke, otherwiseke = 0.

The parametew. > 0. Symmetric expressions apply for indDt For simplicity we completely
short-circuit the process of DTC by assuming that there Ig one type of investmerd,, and it
boosts both types of knowledge equally. Sikgandky are equal we definle; = kgt = kit, and in
equilibrium

Keiv1 = k2, 1/¢r- (7.4)

In this economy there will therefore be no path-dependentm&-in.

The dynamics of resource productivity are as followsk:lk k; the productivity of inputC
is zero; technology is too primitive to make any use of theutnpHowever, sincé rises at a
constant rat® then at some point we hakg = k¢, and the productivity of the input rises above
zero beyond this point. The initial rate of increase will leeylarge, approachingasymptotically
from above. The rate of approach will dependwy in the limit aswc approaches infinityA
jumps straight td. as soon ag; > k., whereas when. — 0 the rate of approach becomes slow.
The productivity of resourc® will follow a similar pattern, but the timing will be dierent if
ke # k.

The model based on technological fundamentals does a mtteh job of explaining the data
than the lock-inf break-out model. According to this model, oil and aluminidemand a higher
level of technology in order to be used productively, andeotih@ overall economy has reached
this level then they rapidly take their place alongside ttlepinputs (including coal and iron).
The role for directed investments is limited.

If the relative productivities are governed by a procesh s that in the Fundamentalist
economy then policies to encourage directed resedfont® are likely to be a waste of time.
Assume for instance that solar PV is a technology with a héghnology thresholll,, but that
this threshold has now been passed and hencagjhist approachind,y, and productivity growth
in the sector is high. Now, ipy is high enough then solar power will soon take over from fossi
power; on the other hand, iy is not high enough then solar power will remain small rekativ
to fossil power as long as the price of fossil power is note@iselative to solar, through for
instance taxation of CQemissions. So in the fundamentalist economy emissions tarethe
key instrument to yield a technology transition, not reskaubsidies.

Finally, note that we have in no way proved the suitabilityled fundamentalist model as a
description of the economy and basis for policy. We have Birppesented evidence suggesting
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that it is @ much more promising alternative than the DTC nhadth independent knowledge
stocks.

7.4. Concluding discussion on resource stocks in the veryrg run

Substitutability between resource inputs has major inailims for resource scarcity in the
very long run, which we analysed in Chapter 4. Goeller anch&ig (1976) argue that reserves
of the majority of minerals—including staples such as ironl @luminium—are so vast that
they can never realistically be consumed. With the cleaeption of phosphorus they argue that
society can exist on these superabundant resources inedgfidf course, fossil fuels are certain
to run out in the not-too-distant future—unless we resttieir use for the sake of the climate
—but here there are obvious substitutes including the aminidflow of energy from the sun.
Goeller and Weinberg are well aware that resource stockinammogeneous. However, they
show that extraction costs are relatively insensitive &dgrand depth of the resource deposits,
since the physical extraction and sorting of the minermat-raterial is only part of the process,
and generally not the most expensive. Instead, the enatggsdive reduction of the metal ores
to the pure form is typically a major part of the costs. Thiswh that we should—ideally—
include energy in the extraction function for minerals, &edce that future energy prices will be
important determinants of mineral prices. This appliesipalarly since the energyfciency of
the reduction process is already close to the physical binithat is possible.

When studying the very long run, the limitingfect of the surface area of the globe is crucial.
This limit obviously puts a brake on indefinite (exponentmdpulation growth, and also resource
extraction. Thus it is clear that the current trend of camtstgowth in global resource extraction
—tracking global product—cannot continue indefinitely. &/khen will make extraction flatten
out or even turn downwards, and when?

Before considering the above questions, we think abouikbyInature of a (very) long-run
growth path. Given the constant flow of energy inputs (fromghn) and the fixed resources on
Earth, it seems reasonable to suppose that use of enerdevaiproximately constant in the very
long run. This implies that some fixed proportion of land voi# devoted to energy harvesting.
The remainder of the land will presumably be devoted—in fixsgportions—to other uses such
as agriculture, living space, production, recreation, @rapefully) nature. Given a fixed energy
flow, what about minerals? Since we are already close to thisliof the (energy) fficiency of
mineral extraction—and the energy costs of this extradci@nlarge—it is clear that a long-run
growth path must involve non-increasing mineral extractio

So in the very long run we should expect an economy with rougbhstant use of minerals,
energy, and land. Furthermore, the productivity of enengypéaking goods such as motive power
and light will be constant, as will the productivity of lanal inaking (or harvesting) energy. On
the other hand, the productivity of labour may still be alolénicrease even in the very long run,
as it is hard to envisage a limit on human ingenuity and henceability to generate more value
from given inputs. The key resource for energy productiolhlvé land, indeed land will be the
ultimate scarce resource, strictly limited and needed éovésting energy, production (including
food), recreation, and (hopefully) nature.
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CHAPTER 8

Pollution

We now return to the simplest model of substitution betweenis from the previous chapter,
and apply it to the analysis of polluting flows, which are kokto use of natural-resource inputs.
Growth in pollution flows is driven by increasing demand facls inputs (the prices of which
have no long-run trend), while dramatic falls in pollutioncar when firms switch to cleaner
inputs or production processes. These switches are teddey increasing marginal pollution
damages, linked to increasing income. We investigate tlewaerce of the model and explore
possible extensions using evidence regarding emissio®oand CQG.

8.1. Empirical observations and literature

Before we turn to the model, we return to the empirical obsons of Chapter 1, especially
Figure 1.4, reproduced here (Figure 8.1).
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Ficure 8.1. UK Sulphur emissions compared to total UK GDP, and dlGF&
production (CFC11CFC12) compared to total global product. Sulphur: both
normalized to zero in 1956, the date of introduction of thstfof a long se-
ries of regulations restricting emissions. CFCs: both radized to zero in
1987, the date of signing of the Montreal protocol. Data: Madn (2010)
(GDP), Stern (2005) (Sulphur), AFEAS (CFCs). AFEAS datadloaded from
httpy/www.afeas.orffata.php, 9 Nov. 2014. Two anomalous points in the sul-
phur data have been altered.

The pattern we see in these data is repeated over and oveiiagauntries across the world,
for many diterent pollutants. Panayotou (1993) described this phenomas the environmental
Kuznets curve (henceforth EKC), and Grossman and Krue@®5)lis the seminal work. In the
empirically oriented EKC literature there is strong supggor the idea that when the flow of a
single pollutant in a single country is plotted against tithat flow will in most cases first tend to
rise, and later (if enough time has passed) decline. Serdtarice Grossman and Krueger (1995)
and Selden et al. (1999). However, if we compare paths fos#ime pollutant acrossftirent
countries, it is hard to find clear patterns; the turning pameither at a given time, nor at a
given level of per-capita GDP. For instance, Stern (2004ckales [p1435] that ‘[t]here is little
evidence for a common inverted U-shaped pathway that cegrfollow as their income rises’.

Despite more than 20 years of research, there is still nolyiglecepted theoretical expla-
nation for the phenomenon. The reason for this is that reBees building theoretical models
have fallen into the trap of treating pollution as an inpyptoduction, rather than as a by-product
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of the use of natural resources; see for instance Stoke\8f18&dreoni and Levinson (2001),
Brock and Taylor (2010), Smulders et al. (2011), and Figaamd Pastén (2015). In doing so
they are following a tradition going back at least as far agrBal and Oates (1975). If we think
of pollution as an input in a Cobb—Douglas production fumetithen (using our earlier work)
we know that the factor share of pollution must be constamid /& we let the marginal damage
caused by pollution track income (a natural assumption) the flow of pollution should be con-
stant as the economy grows. This is like our DHSS-style maitél a fixed quantity of land, in
which the price of land tracks the growth rate. Except thag litsis the price which is tied to the
growth rate, and this leads (endogenously) to a constantfigellution.

When we treat pollution as a by-product of natural-resousexfollowing Murty et al. (2012)),
the analysis changes completely, as we see in the nextisettie social costs of natural resource
use are then the sum of extraction costs and the damage ¢dlkes @pncomitant pollution. At
low income the pollution damages are small and the (conséamtaction cost dominates. And
because the natural resource is an input in a Cobb—Dougldsigtion function, natural resource
consumption increases with growth, as do polluting emissids income increases, so does the
WTP to avoid pollution. The social cost of natural-resowse starts to rise, and resource use lev-
els df. However, more importantly, if there is a cleaner (but moggemsive) alternative resource,
there will come a point at which this resource is preferred, pollution falls dramatically.

8.2. The specified model

We now develop a specified model economy to demonstrate theanesm.

8.2.1. The environment.There is a unit mass of competitive firms which produce a sing|
aggregate final good the price of which is normalized to 1.hBbe firms and the population
L are spread uniformly over a unit area of land. The produdiuimtion of the representative
firm in symmetric equilibrium hiring labout (productivity A; ) and buying a resource-intensive
intermediate inpuR is

Y(0) = [ALOLOIRH) e PO, 8.1)

whereq is the share of the intermediate input, which is snfalk the aggregate flow of pollution
—which is uniformly mixed—ane is a parameter greater than 1. BéthandL are exogenously
given, andA, L, effective labour, grows at a constant rgte

AL()/AL(D +LEA)/LE) = 0.

From now on we omit the time index whenever possible.

Intermediate productioR—which we can think of as, for instance, electricity —is thesof
inputs fromn different resource-based technologies, which are all perfbstitutes in production.
The quantity of input from technologyis denoted;, so

n
R=>Dj.
j=1
The use of input quantit); leads to emission of pollution;D;, wherey; > 0, hence aggregate
pollution

n
P=>yiD;.
=1

The cost of a unit of inpuj is wj.

We can interpret alternative technologieandk simply as alternative resource inputs, for
instance low- and high-sulfur coal for electricity gen@at However, a third technolodycould
be high-sulfur coal combined with flue-gas desulfurizatie@D). If the input is simply a natural
resource then we can think of it as being extracted compelijtirom a large homogeneous stock,
with each unit extracted requirinvg; units of final good as input. But for technolobhe pricew
would bewy plus the unit cost of FGD, and unit emissiansvould beyx the fraction remaining
after FGD.

We denote aggregate production net of extraction costs ss

n @ n
Z= (ALL)l_a [Z Dj] ei(z?zleDj)dj - ZWJ Dj. (8.2)
=1 =)
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8.2.2. The solution. In solving the model we focus throughout on the social plasrsslu-
tion; given this solution the regulatory problem is strafghward. Furthermore, we focus mainly
on a model with a choice between just two technologies, tsrthis gives the clearest intuition.
Given two technologies, the planner chooses the set of ¥dlig D) to maximizeZ (equation
8.2). Take the first-order conditions on equation 8.Dinand D, respectively to derive the fol-
lowing necessary conditions for an internal optimum.

FOCD; : @Y/(D1+Dy) = Wi +¢(y1D1 + y2D2)* Hyn Y. (8.3)
And FOCD; : @Y/(D1+ D2) = Wo + ¢(y1D1 + ¥2D2)? " LynY. (8.4)

In these equations, the marginal societal benefits of makimgxtra unit of intermediate good
R (“electricity”) using technologyj are on the left-hand side, and the marginal costs are on the
right-hand side. The marginal benefits are identical whetfeeuse input 1 or 2 to makie, but
the marginal costs ffier. The costs are the sum of the natural-resource input egsasid the
pollution damage cosgsP? 1y Y.

To build intuition we start with the case in whigh <w, andy1 < 2, soD; is both cheaper
and cleaner, anB, will never be used. Then we have the following proposition.

Proposition 1. When only input Ris used, from any given initial state (defined hy{@L(0)),
P increases monotonically and approaches a limiPef (a/¢)Y/?. If we let A (0)L(0) approach
zero then the initial growth rate of P approaches g from below

Proor. See 8.C.1. O

The interpretation is as follows. The shadow price of théytiolg input to the social planner
is the sum of extraction cost and marginal damages. Theatixinacost is constant, whereas
marginal damages increase linearlyvin So whenY is small the shadow price is approximately
equal to the constant extraction cost, and both resourcendgspolluting emissions track growth.
As Y increases, marginal damages increase and hence the shadewefpusing the polluting
input increases, braking the growth in its use. WHeis large marginal damages dominate the
extraction cost, the shadow price of using the input grovilsebverall growth rate, and emissions
(and input use) are constant. So we have a transition fromeséonis tracking growth towards (in
the limit) constant emissions.

Now we take the more interesting case when technology 2 i rexpensive but cleaner,
i.e.y1 > yo. In this case, a¥ increases, the increasing importance of pollution daméages
not just lead to pollution abatement within technology 1e-the substitution of labour—capital
for D1 in production—it also narrows the gap between the sociakoniD; (cheap and dirty)
andD; (expensive but cleaner). At some point the social costs qualgand a transition to the
cleaner technology begins.

ProposiTion 2. In a two-technology economy, there exist timeg dnd Tip (Where Ty, >
T1a) such that up to T, D1 increases monotonically while 3= 0. Between T, and Ty, D3
decreases monotonically while;Dncreases monotonically. And for>tTip, D1 = 0 and D,
increases monotonically. FurthermoregaTand Tip can be expressed in closed form. In the
special case af» = 0 (the cleaner resource is perfectly clean) thep iE not defined; instead, as
t — o0, D1 — 0, and hence P> 0.

Proor. See 8.C.2. ]

It is straightforward to extend Proposition 2 to the case oftiple technologies which tlier
in cost and polluting emissions: Proposition 3.

ProposiTioN 3. In an n-technology economy there is a series of m transiihgre nc n—1),
starting with the cheapest input and ending with the clearieach of these transitions proceeds
analogously to the transition frorhto 2 described in Proposition 2.

Proor. See 8.C.3, where amtechnology economy is also precisely defined. O

In Figure 8.2 we illustrate the development of the economy ispecific case with three
technologies, the third of which is perfectly clean. Sigge- 0 the second transition is completed
asymptotically, and as— co, P — 0. In Figure 8.2 we show the paths dfextive labourA_L,
and pollutionP, and the pollution limitP. We also show—using dotted lines—the pathd of
which would be followed if (respectively) only technologit and 2 were available.

1Furthermore, to ensure unambiguous results we requirdghat)(1+ o)/a > z/zf(wz —W1)/ (W1 —W1ih2).
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Ficure 8.2. Pollution flowP compared to the limitP = @, and normalized
effective labour A_L)*, where A_L)" = A_LL/[AL(0)L(0)]- P(0). Parameters:
g=0.02; AL(O)L(0)=1; ¢ = 1.3; 1 = 0.0072,¢2 = ¢1/6, ¥3 = 0; a = 0.05;

w1 = @, Wo = 2a, W3 = 2.5a. The dotted lines show pollution paths in case only
one of the inputs is available.

8.3. A graphical treatment

We now turn to a graphical treatment of the problem, condidev the optimal choice of
polluting emission® and net productioX changes over time, as technology improves. To tackle
the problem graphically we need to define two sets of curvéB,iX) space, the first of which is
the set of production possibility frontiers (PPFs), andgbeond of which is the set of intierence
curves.

Each PPF shows the maximum amount of net production whicbdsiple for each quantity
of pollution emitted, at a given level of productivity. If jhating emissions were an input then we
would expect the PPFs to be upward sloping: the more poliutice more production is possible.
See Figure 8.3(a).

However, since pollution is actually a by-product of natuegource use, the PPFs are hump-
shaped. For given natural-resource prices and technolbgse is some amount of natural re-
source input which will yield maximal production (and soraed| of pollution flow). Using more
natural-resource inputs than this amount will be wastefdllaad to less net production (because
firms are spending too much time extracting costly natusaueces and not enough making valu-
able goods) and higher pollution. And using less naturalueses will lead to less net production
and less pollution. See Figure 8.3(b).

Finally, their are many PPFs, forftiérent levels of productivity. As productivity increases,
the PPF moves outwards: the capacity of the economy to bokie fitgal goods and to extract
natural resources (leading to pollution) increases. Sgr€i8.3(c).

(@ () © /—\
X X X /\

P P P

Ficure 8.3. PPFs. The PPF in (a) is not allowed because there is nmgur
point; the PPF in (b) is allowed; in (c) we see a set of PPFsiféernt produc-
tivity levels.

Now we turn to the indference curves. The inierence curves are derived from the utility
function. Utility U is a CES function of consumptiofand environmental qualit:

U = {(1- )X/ 4 o Q-7 (8.5)

wheren > 0. FurthermoreQ) = 1/[d(P)], whered is the damage function, which isftirentiable
and strictly increasing, and(0) > 0. SinceU;{ > 0, we can also define the equation for the
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indifference curves inX, P) space:
X=V(U,P) = [UD1/(1-a)-a/(1-a)-d(P)/7] (8.6)

Furthermore, we impose one further restriction on thetytilinction, which is thav/g > 0, im-
plying that the indiference curves are strictly convex and guaranteeing a usigjuéon to the
problem of maximizing utility at givei\. The indiference curves then have the following three
properties:
(1) WhenX — 0, V;, — 0 for all P, so the price of pollution is zero when consumption is
zero;
(2) Vp increases monotonically i for any P > 0, so the price of pollution increases with
consumption;
(3) WhenX — o0, V[, — oo (as long as > 0), so the price of pollution approaches infinity
when consumption approaches infinity.
Returning to the graphical representation, we show an eleaof@n allowed set of curves,
and two that are ruled out, in Figure 8.4.

n/(m-1)

Allowed Ruled out Ruled out

I
x x// x/
4 — é

P P P

Ficure 8.4. Three sets of infference curves. The second is ruled out because
X/Pdoes not increase I, implying that the WTP to remove a unit of pollution
does not increase in income, and the third is ruled out becthgscurves are
not strictly convex.

Putting the set of PPFs and the ifidrence curves together it is clear by inspection that
pollution must first rise and then fall as long as (i) initiabductivity is low enough (so the lowest
PPF is sfficiently close to the origin) and (ii) strictly positive praction is possible with zero
polluting emissions. See Figure 8.5.

N

T

Ficure 8.5. An illustration of the rise and fall &® as productivity increases and
the PPF moves outwards.
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8.4. Discussion

Here we discuss the generality of the model and possible otheses of the EKC.

8.4.1. The utility function. We postulated the CES utility function with very little dis:
sion. Crucially, it implies that WTP for higher environmahquality Q approaches zero when in-
come approaches zero, and approaches infinity vihsrbounded above and income approaches
infinity. (These properties are all that are needed to géméhna key results, the assumption of
CES is made to rule out confounding mechanisms, similartggcassumption of constant returns
in the ppf.) Here we argue that these assumptions are vedy hiis hard to see how WTP for
lower pollution flowsP could fail to approach zero as long@s> 0 and income approaches zero,
and similarly it is hard to see how WTP for low€rcould fail to approach infinity as long as
Q is bounded above and income approaches infinity. Howevene tteems to be remarkably lit-
tle research which systematically studies the WTP to regodation or increase environmental
guality as a function of income; for one example see Jacofsémianley (2009). Regarding the
exact specification of the utility function, the most comnamsumption in the non-EKC literature
is that marginal damages from a given chang®imare proportional to GDP; see for instance
climate models such as Nordhaus (2008) and Golosov et dl4j2and the study of S{Opolicy
of Finus and Tjotta (2003).

8.4.2. Is production possible with zero pollution?1s production possible with zero pollu-
tion? We analyse this question in two steps. In the first stepassume a situation in which
pollutants are entirely independent of one another in thees¢éhat there are no tradé&sobetween
them: cutting one pollutant (such as g@ever leads to increased emissions of others (particu-
lates, CQ, etc.). If this condition holds then the limiting substébitlity between a given pollutant
and labour—capital should be high, because in most caseslofipg technologies there exists an
alternative technology which is (a) a very good substitatetie polluting technology (albeit more
expensive), and (b) clean (i.e. emissions of the pollutaguiestion are zero). If coal for electric-
ity generation is emitting S§) we can use gas instead. If lead in gasoline is finding its way i
our lungs and subsequently damaging our brains, we can addree. If CFCs are destroying
the ozone layer, we can use HFCs instead. More specificallpany cases we expect the ppf
the meet theP = 0 axis at positiveX, and indeed at a level of not much belowX.> On the
other hand, there are of course cases where abatemen@mierctal and does not involve a single
radical switch of technology and the ppf will be curved in thkevant segment, indicating a non-
infinite elasticity of substitution betweehandP: a good example are emissions of nitrogen and
phosphorous to water, which primarily come from agricidtand sewage treatment, and where
abatement consists of many incremental changes in teayidoother example is GOwhich
has many dferent sources, such as road transport, air transportyielgcgeneration, cement
production, etc., each with filerent abatement costs. However, even in these cases iairsioét
emissions could be reduced to zero (or in the case of nitragdrphosphorus, to natural levels)
while retaining positive consumptiof

In the second step we assume instead that polluting emgsareriinked to one another. There
may be options which reduce a whole range of emissions (suiskwiaching from coal to gas or
renewables in energy production), but ultimately therélvgltrade-déf's: for instance, switching to
renewable energy may lead to greater noise and visual jpuilUuEfectively then we are defining
pollution as any human-induced loss of environmental ¢yiadilative to the natural state. If we
define the natural state as pristine, with perfect envirantalguality, then of course it will never
be achieved in the future. However, if we accept the idea theams may actuallimprovethe
natural environment then the very-long-run outcome depa&mdwhether this improvement can
be achieved without sacrificing all consumption of non-emwinental good¥.

2Consider for instance the case of lead emissions to air. mMssuthat they come exclu-
sively from burning petrol in automobiles (since lead in rpetwas banned, emissions have fallen by
close to 100 percent, as described in the US EPA website féornimation on lead emissions to air,
https://www.epa.gov/lead-air-pollution/basic-information-about-lead-air-pollution Lead in
petrol is a cheap way to achieve a high octane rating, désitatallow a high compression ratio in the motor and hence
more power. Assume that the sanfieet can be achieved at the expense of a 5 percent increasa prite. Now assume
that the cost of petrol accounts for 1 percent of GDP. Therdifierence betweeX (when lead is used without regard
to emissions) an&K (when lead emissions are zero) is approximate@b@ercent, so lead emissions to the atmosphere
(and consequent brain damagefered especially by children) can be avoided at a cost@ percent of GDP, and the
segment of the ppf in the segment betweenRke0 axis and the turning-point aP(X) is a straight and almost horizontal
line.
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8.4.3. A common pathway?The ideal next step would be to specify and calibrate a model
—more general than that of Section 8.2—which could accaumédtterns of polluting emissions
from different countries given panel data on countries’ GDP, regouse, resource prices, etc.
However, it is an almost hopeless endeavour to specify a hafdeational emissions for any
given pollutant which can be calibrated and applied to erpbatterns of aggregate polluting
emissions in heterogeneous countries, because of theimtigic nature of the forces driving
resource use, technology choice, and consequent emisgialifferent countries and over time.
For a specific example of the kind of idiosyncracies that meggtevant, consider sulfur emissions
to the atmosphere in the U.K. and the U.S. In the U.K. therebees a rapid decline in SO
emissions since 1960 (Figure 8.6(a)), driven mainly by #@acement of coal by oil and gas
in the overall energy mix (Figure 8.6(b)). This shift wasthadriven by the increase in road
transport, but also by the ‘dash for gas’ in electricity gatien, driven in turn by a steep decline
in the price of gas relative to coal (Figure 8.6(c)). In th&lJ)sulfur emissions started to decline
in the mid-1970s (see for instance Stern (2005)), at leaslypdue to the introduction of the
clean air act in 1970. However, Ellerman and Montero (19@8hanstrate that the steep decline
in sulfur emissions was facilitated by the significant faltiansport costs of coal which occurred
subsequent to the deregulation of the railroads in the 1980ish reduced the cost of shipping
coal from the Powder River Basin; this coal is both the chebaied cleanest in the U.S.
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Ficure 8.6. Fossil fuels and SOin the UK since 1850: (a) Emissions track
GDP, then decline abruptly after 1960; (b) Oil and then gasrea the share
of coal in total fossil energy supply, with the major shifaging in 1960; (c)
The gas price approaches the coal price over time, wheregwite path for
oil is more complex (prices are normalized relative to thel gice in 1850).
Data sources: fossil-fuel consumption from Warde (200i¢gs from Fouquet
(2011); sulfur emissions from Stern (2005); real GDP frondiligon (2010).

So although the overall mechanism of the model is relevaulfriving the rise and fall of
polluting emissions identified by Grossman and Krueger $).9%terogeneity between countries
and over time implies that no ‘common pathway’ followed bffelient countries can be identified
in the data (cf. Stern, 2004), and a much richer model thardéhgeloped above is required if it is
to be calibrated to data from multiple countries. Such a rhedeld have to explain and predict
the development of aggregate demand for natural resourcesiatry level, and the technologies
applied when those natural resources are used as inputs @ctimomy. Such a task is far beyond
the scope of this paper.

8.4.4. DTC, resource scarcity, structural change, etcAs discussed above, many factors
may dfect polluting emissions over time, factors which are notuded in our model. If there
are factors which are (a) important, and (b) consisterftlycaemissions in the same way (across
countries and over time), then they should be included. Weweve argue that the other factors do
not afect emissions consistently acrosfelient cases, and are typically not of crucial importance.
Here we list a few factors and discuss them very briefly.

DTC. DTC occurs when technology advances faster in onesezto another due to endoge-
nous investments by firms. It is modelled by Acemoglu et &11@), whose focus is the transition
from dirty to clean technology, and Smulders et al. (201guarpersuasively that it is relevant
to the EKC. If technological progress is more rapid in abaetechnologies (or in the use of
clean inputs) than in other sectors then it will tend to flattee ppf when plotted ing, X) space,
creating downward pressure on optimal pollution. In a grgduntry context, adding DTC to
our model would not change much: compared to a baseline iohadll technologies are mature
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from the start, the need for ‘catch-up’ investment in aba&entechnology should delay the tran-
sition but make it more abrupt when it happens. In a multitgueontext, if the other countries
can free-ride on the leading country’s investment therr tihansition will occur earlier (at lower
GDP, ceteris paribus). However, note that in the case of H@Ralibrated model above suggests
a limited role for DTC, and Hart (2013, 2018b) argues thatpbeer of the DTC mechanism
developed in models such as Acemoglu et al. (2012) is exatggewhen compared to reality.

Imperfect information. There may often be imperfect infatian about the damages caused
by polluting emissions. This lack of information may causededay in dealing with emissions
when compared to the optimal pathway. Similar to the DTC cadeen emissions are finally
tackled the transition to clean technology is likely to berenabrupt if there has been a delay. Fur-
thermore, transitions across countries are likely to beasltogether in time, since the ‘follower’
countries can presumably learn from the leader.

Scarcity and structural change. Scarcity of a natural negoean drive up its price and cause a
switch to other resources. This may cause pollution to dedr rise depending on which resource
is cleaner. Generalized scarcity of natural resourcegevilll to brake the rate of increase in their
use, and slow down pollution growth. Similar arguments gppistructural change. Generalized
structural change away from resource-intensive goodsenitburage a steeper decline in pollu-
tion. However, in reality bothféects are likely to be more complicated: there is little enickefor
generalized resource scarcity driving up prices any tinem¢eee Hart and Spiro (2011) and Hart
(2016)), and scarcity of specific resources may push poligither way. For instance, natural
gas (low sulphur) will become increasingly scarce long befmal (high sulphur), and this will
push the ppf to the right, tending to increase pollution. Atait (2018a) shows that aggregate
structural change over the last century or more has acthaéytowardsenergy-intensive goods,
not away from them (consider trgbus— automobile— airplane), although this may change in
the future.

Our overall model of resource supply and demand—with ceongieces and resource de-
mand driven by a Cobb—Douglas production function—is blpadnsistent with the aggregate
evidence, as discussed above. However, at country levpithee is more complex (Figure 8.7):
in the U.S. there have been declines in the consumption ofgeyi energy, metals, and cement
relative to GDP since 1950. However, these declines areange lenough to account for the falls
in polluting emissions, as shown by the analysis of Seldeh €1999).
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Ficure 8.7. Long-run growth in US consumption compared to growttJ
GDP, for (a) primary energy from combustion, (b) metals, @ma&ement.

8.5. Conclusions

We have presented a simple explanation for the rise andffaltuting emissions based on a
model in which such emissions are linked to use of natursduece inputs, and alternative inputs
differ in pollution intensity. The mechanism through which ptifig emissions rise and fall may
be applicable to a large number of relevant empirical cadleshave discussed a few—including
SO and lead emissions to air—but we could equally well have ehasany other cases in which
the key criteria for our mechanism are fulfilled: marginakrdayes increase in income, emissions
are linked to the use of natural resources in productiomptiees of the relevant natural resources
display little or no long-run trend, and alternative, clegrinputs or production processes are
available. Phenomena not included in the model—such astdid¢echnological change—may
add important dimensions to the analysis and require spamilicy instruments if an optimal
allocation is to be achieved.
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Our theoretical analysis is congruent with the empiricalgsis of Stern (2004) and many
others: we should not expect the exact pattern for one paitiand location to be repeated for
another pollutant or location; key factors in the model whimay be expected to vary—both
between pollutants, and over time and space for the samag@atit—include the relative prices of
alternative resource inputs or production processes,tandgduations of environmental quality at
given income and pollution levels. For instance, both redtgas and coal are relatively expensive
to transport, hence in some locations coal may have a pricansalge over gas, whereas in other
locations the reverse may be true.

Finally, the analysis has important implications for ft@missions, not least carbon emis-
sions. Carbon dioxide emissions are of course a by-produtteouse of certain technologies,
especially those involving the burning of fossil fuels, dhdre exist very good zero-carbon sub-
stitutes for these technologies. Currently many counaiiespushing for a global agreement on
major reductions in global emissions, whereas others aistirey such #orts for geopolitical or
other reasons. Our model shows that as incomes rise in a giuamry, the price of switching
to zero-carbon technology is likely to seem—to that coustifizens and decision-makers—in-
creasingly like a price worth paying. Thifect may be boosted by directed technological change,
making the substitutes cheaper. Fossil scarcity, paradthimay work in the opposite direction
if gas runs out before shale oil and coal, since the lattememe carbon-intensive.
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8.A. Appendix: A calibrated model

The central hypothesis of this chapter is that rising incainees the imposition of environ-
mental regulations which—in the long run—drive switchesl@aner technologies and hence
falling emissions. Here we provide empirical support fas tdea by showing that the timing of
adoption of flue-gas desulfurization across six countraslme understood based on a model in
which underlying preferences for clean air, and the unit obstalling FGD, are constant across
the countries and over time, and the timing of the impositibthe regulation is determined by
income per capita, population, and the size of the territory

We argued above that the shape of the PPF of pollution andiptiod varies between coun-
tries, even those on the same income level, as does the shéygeindiference curves. Further-
more, biased technological change and new information hayg@e PPFs and iniiérence curves
over time? It is therefore not possible to test the empirical relevasftbe models above by look-
ing for simple patterns such as turning points in pollutiomw at given income levels. Instead of
looking for patterns in emissions, we look for patterns i@ éipplication of environmental regula-
tion, specifically the timing of adoption of FGD in Japan, h®, West Germany (as it was at the
time of adoption), the UK, China, and India. FGD is a set ohtexlogies used to remove sulfur
dioxide from exhaust gases of coal-fired power plants (seER¥S(2003)). We choose it because
of the readily available data about the timing of the implataéon of FGD. We investigate the
following hypothesis.

Hypothesis 1. The unit costs of sulfur abatement through FGD are constaer ime and
across countries, and the time of introduction in a givenrtopis determined by the marginal
damage cost of sulfur emissions, which is a linear functidname per capita, and an increasing
function of the size and population density of the country.

We have data on the time of adoption (which we define as the/éestwhen at least 5 percent
of coal capacity has FGD installed), GDP per capita (from 8soh (2010)), population, and land
area. The time of adoption ranges from 1970 (Japan) to 20m&a(l*

Ideally we would perform an econometric test of a structoratiel, but since we have only
six observations we limit ourselves to a calibration exsrcWWe base the equation to be calibrated
on equation 8.2W = X/ exp(P?). That is, we assume multiplicative utility following théimate
literature. Since we do not have data on measured pollutooentrations, we assume tigat 1,
making marginal damages approximately independeRtad long as total damages are small in
relation to total utility. This assumption is also in linetlvithe literature on damages from £0O
where log-linear damages are typically assufh&¢e then approximat¥ by real GDP, which we
denoteY, and convert to per capita terms (gas per capita utility, ang per capita GDP):

w=ye P

The next step is to think carefully about the implicationshoddelling diferent countries,
which differ in surface area and population as well as GDP and pollétmigsions. The con-
centration of pollution will (if the pollution is uniformlynixing and remains exclusively over the
territory in question) be linearly related to emissions yeit of area, and damages (if thefject
humans directly) should be a function of concentration. @iexy the area abl (recall that we

SFor a specific example of the kind of idiosyncracies that maydbevant, consider sulfur emissions to the atmo-
sphere in the UK and the US. In the UK there has been a rapithdenl SG emissions since 1960, driven mainly by the
replacement of coal by oil and gas in the overall energy mhis Shift was partly driven by the increase in road transport
but also by the ‘dash for gas’ in electricity generationyehni in turn by a steep decline in the price of gas relative &.co
In the US, sulfur emissions started to decline in the midek(8ee for instance Stern (2005)), at least partly due tmthe
troduction of the clean air act in 1970. However, Ellermad Mtontero (1998) demonstrate that the steep decline inrsulfu
emissions was facilitated by the significant fall in trangpwsts of coal which occurred subsequent to the dereguolati
of the railroads in the 1980s, which reduced the cost of shippoal from the Powder River Basin; this coal is both the
cheapest and cleanest in the US.

4 where the values for Germany are adjusted upwards by 1émtareflect the dierence between average German
GDP and West German GDP

5The year of FGD introduction is taken as the first year wheeastl5 percent of coal capacity has FGD installed.
The sources are as follows: Maxwell et al. (1978), Figure &;BPA (1995), Figure 4; Taylor et al. (2005) Figure 4;
Markusson (2012) Table 1 (we assume that the 5 percent tiideslas reached in 1993); Wang and Hao (2012), where
the text implies that implementation of FGD tooK around 2005; and lastly for India, Black and Veatch (2016} of
many available documents showing that India announcedragett FGD program to start in 2016. GDP data is taken
from Maddison (2010), extrapolated for India using eq@méldata from the World Bank.

6see for instance Muller and Mendelsohn (2007), especigjbaton 12 in the additional materials, and the dose—
response function of Barreca et al. (2017).
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previously normalized it to 1) we have

P/L
W= yeXp(—H—/L).

This equation puts issues efaleinto focus: it implies that if we replicate the economy (dtgdp
P, L, andH but holdingw andy constant) then the proportion of gross produldst to pollution
damages will remain the same. However, when we considestfmiltransport it is clear that this
will not in reality be the case: for an airborne pollutanyagi a larger territory, a bigger proportion
of emissions will land within the territory and thus causendge there.

To account for pollution transport, we introduce a transpogficientd, wheres is the pro-
portion of emissions transported out of the territory, and

§ = exp(-oHY?),

wheref is a positive parametérAs H — 0,5 — 1, and asH — o, § — 0, so for a very small
territory almost all the pollution emitted leaves the temy without causing damage ‘at home’,
whereas for a very large territory the reverse applies. $engi we now have

P/L )

w= yexp(—(l— 6)H—/L

Finally, and also related to scale, the above equation stimatsvhen land arell increases, pol-
lution damages decrease because the concentration ofgmltiecreases. Thigtect should be
straightforward if population and emissions are spreaddgeneously over the territory. How-
ever, in reality they are spread inhomogeneously, anddumibre if the degree of inhomogeneity
is an increasing function of the sparseness of populatiecglbise people concentrate in cities even
in sparsely populated countries) then tifiieet of increasindgd/L will be weakened. To allow for
this possibility we introduce a parametesas follows:

P/L )
(H/L) )

So wherw =1 population is uniformly distributed, whereas wheg 0 overall population density
has no &ect because the population and electricity production lavays confined to a sub-area
in proportion to the size of the population. It remains to findrginal abatement benefits by
differentiatingwL w.r.t. P to obtain (after approximating= w)

MAB = ¢(1—6)(L/H)“y. (8.7)

To calibrate the model we must find valuesf@ndw. We choos® to match the observation
of Smith and Jé&rey (1975) that around 75 percent of UK emissions leave thigdsy, yielding
0 = 0.826, and implying that in the largest countries (the US anth&haround 83 percent of
emissions cause damage within the territory. This leavesithsw, which we choose in order to
fit the data as well as possible, i.e. we find the value afhich yields the set of six estimates
for MAB with the lowest variance. This yields= 0.524, implying that a doubling in population
density leads to an increase in marginal abatement bengfit$dztor of approximatelw?2.

The results are illustrated in Figure 8.8, in which we shotinested marginal abatement
benefits over time for each country, with a circle showingtthee of FGD adoption. The cross-
country variation in estimatelAB at the time of adoption gives an idea of the variation which is
unexplained by the model. Note that—with the minor exceptibJapan, which adopts ‘early’—
the countries adoptin the expected sequence and at expieotsd small shifts in timing (between
0 and 3 years) would have all the other 5 countries adoptitigegasame level of estimatédAB.
According to the estimates, both Japan and China adopt advgbat lower benefit levels than
the other four countries. These are also the two countriés the steepest rises in benefits of
adoption, linked to their very high rates of economic groattthe time of adoption. In Japan
this rapid growth—in both GDP and pollution flows—Ied to amedic increase in pressure for
environmental improvements from the population, and theadled ‘pollution diet’ of 1970; see
Avenell (2012).

Figure 8.8 shows that we can rationalize most of the larffer@inces in the time of adoption
of FGD based on the model. Furthermore, inspection of the stadws that some of the simpler
explanations that might be proposed are decisively rajeéter instance, there is no single level of
GDP at which countries adopt FGD and thus reduce sulfur éonissFurthermore, there is little
evidence from the model that the unit costs of FGD have dedlver time, thus encouraging

w= yexp(—(l —-0)

"The power of 12 follows because if the area of the territory doubles, tlezage distance to the border is multiplied

by V2.
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Ficure 8.8. Estimated marginal abatement benefits for the six cimsrilotted
over time, and at the time of FGD adoption.

lower-income countries to adopt at lower marginal benefi¢le than the early-adopting higher-
income countrie§.

8.B. Appendix: Stokey (1998)

Our model is closely related to that of Stokey (1998). He wglar the similarities, and the
differences. In Stokey the abatement function is defined in su@ydhat final-good production
X is a Cobb—Douglas function df andA: X = P*Al=® 2 But since abatement is restricted to
be non-negativeX reaches a corner whexi= P = A. The ppf is thus constant returns, hence
when plotted in p, X) space it is invariant to changesAn However, in P, X) space we see that
asA increases—which causes the WTP to reduce pollution to &#sere-we move from a corner
solution in whichP and X are both maximized, to an internal solution in which constiomp
is sacrificed in order to abate pollution. In Figure 8.9(a)va@e Cobb—Douglas production (so
demand for the polluting ‘input’ grows with total produatipand the damage function is specified
such that damages are proportional to total income. Thétiedhat the pollution flow is constant
for all internal solutions, as we see in the figure. (Stokesyages that damages grow faster with
income, yielding an EKC.) The big question raised by theysiais why the production function
has the form assumed. Why does the marginal product of pmilsiddenly drop from a strictly
positive level to zero? This question has not been sat@fificanswered in the literature.

The big diference between our model and that of Stokey is that in our htlbel@estrictions
on the ppf are derived as a necessary consequence of the oftiue pollution-producing process
(cf. Murty et al. (2012)), whereas Stokey'’s ppf is simplylasgd. Among other things this means
that our solution is internal, and furthermore that we casilgapecify empirically grounded
models which are special cases of our general model. In &g (b) we see that pollution
first rises, and then falls very abruptly, due to an abruptdwio the clean technology. The
reason for the abruptness is that the technologies (cledudiaty) are perfect substitutes, while
the indiference curves are almost straight lines since marginal gesnare independent of the
guantity of pollution.

8.C. Appendix: Proofs

8Note thatceteris paribustechnological progress is not expected to drive down FCflscdechnological progress
implies that more goods can be produced using given inpatgever if it is neutral or unbiased then it will not change the
relative prices of these goods. So in an economy with jusigmarls —an aggregate consumption good and sulfur capture
through FGD—neutral technological progress implies thatrginputs of labour—capital can produce more of both, but
should not change the price of one relative to the other.

9Although Stokey hag which is identically equal to /.
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Ficure 8.9. The path of polluting emissions (a) in the Stokey modehgared
to (b) our model.

The utility function is the same in each casé £ Xe P, son =1). In Stokey
the equation for the ppf iX = AL=*P? up to the limit of X = P, whereas in our
model we have the convex combination of two alternativerieitgies: the first
is dirty, with the production functioiX = AHVD({ —w1D1 whereP = D1; and
the second is clean, with the production functr= AHVDCZV —wWzD2 where
P =0. Parametersy = 0.2,w; = 0.2, w, = 0.6.

8.C.1. Proof of Proposition 1. Use equation (8.3) and the definition¥flequation 8.1) to
show that wherD;, = 0,

(L0 (- 0P) -

Now letA_L — 0 and show that this implies thBt— (a/w1)Y~y1 A L, so in the limitP/P = g.
Then letA_L — oo and show that this implies th&— (a/¢)Y?.

8.C.2. Proof of Proposition 2. First we state the closed-form solutions Tag and Ty, and
then derive them.

1/(1-e)
1 D1(T1a) Wle(lﬂlDl(Tla))d’ ]
Ti1a= -1 s 8.8
2=y Og[AL(O)L(O)(a—¢(mr>1(Tla»¢ (6:8)
1/(1-e)
1 D2(T1p) er(thDz(le))d’ ]
d Tip= -1 8.9
an =g [AL(O)L(O)(a—¢(wznzmb»¢ ’ (6:9)
1 ayr Wo—wWp Yo 1 (a’l//z Wo — W1 )1/¢
here Di(Ti)= —(—t—2""1 dDy(Typ) = — (22 —2-"2 )
where  Da(Tsa) '#1( ¢ W2¢1—W1¢2) andD(T1) U2\ ¢ Wor1—Wiyo (6.10)

Up to some timel 15, input 1 is used exclusively, and the quanfity is the unique solution
to

glw1Dy)? 1/@-a) 811
a—¢(y1D1)? (8.11)

Given thatD is the solution to 8.11, we can find marginal damages fiamvhenD; = 0, using
equations 8.1 and 8.3:

ALL=D1 (Wj_

#(y1D1)? Lya(A L) DYe VP’
And then we can find the condition for starting to use input Bich is that the marginal social
costs of each input are equal:
wi + gy (¥1D1)? H(ALL) 7D e 1PV’ = wy + gyo(y1D1)?HALL) Dy e 1P’
hence guy 'D(ALL/D1)* e V1P’ (1 —y2) =wo -y
Substitute forA_ L using 8.11 to yield (after some algebra)

Do, We-wi
(2P) ¢ Wzlﬂl—Wlsbzl//l

Knowing D1(T14) We can substitute in to equation 8.11 to fidd(T14)L(T14), and hencd 1,.
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By a similar argument we can find the final time at which bothuispare used, which we
denoteTo,. At Toa, D1 = 0, and the marginal social costs of each input are equal. WMeemave,
by symmetry,

W2 — W1
D ¢:g._______ ,
(2D2) ¢ Wapr—wigp 2
ew2np?
and ALL = D2 (WZW] (812)

What happens betwe@iing andT1,? To answer this question, ideally we would solve Bar
andD> as functions oA L (which we now denote a& for clarity). However, we cannot solve in
closed form, and must instead solve for the slagies/dA anddD2/dA in this interval, using the
theory of implicit functions.

We want to prove thaD, increases whildD; decreases across the interval when both are
strictly positive. First take 8.3 and write

G1(A D1,D;) =Wy + [P’ y1 - a/R|Y =0 (8.13)
and  Gy(AD1,D2) =wo+[¢P* Y2 -a/R]Y =0, (8.14)
where  P=y1Di+ysDs, R=Di+D, and Y=Al"Rre™, (8.15)

Then the implicit function theorem tells us that
(6D1/6A] ) [ael/aDl ael/aDz)l ' (aGl/éA]
dD2/0A 0G2/9D1  8G2/dD2 0G,/0A)
This is relatively straightforward to solve. Firstly we leav
8G1/8D1 = —awW1 /R+yawipP? L + [ 26(¢ — )PP + /RO,
0G1/0Dz = —awn /R+ YawW1pP? ™" + [Y1y26(p — 1P 2 + o/ RE]Y,
0G2/dD1 = —aWa/R+yaWog P~ + [Y126(p — 1P 2 + /RA]Y,
and 8G2/dD2 = —aWa/R+ yoWop PP + [13p(¢ — )PP + /RO,
and secondly
0G1/0A=—(1-a)wi/A
and 0G2/0A = —(1— a)wo/A.
Now use some tedious algebra, or a program such as Mathentatghow that

((9D1/6A) _ﬂ

Yo -1
oD2/0A) A [¢P¢ ﬁ("”l_“”)]

-1
{(¢ -1) [(Wzkbl —Wii2) + %('Pl - 1,02)] - lﬂlg(Wz - Wl)}

[—(Wz —Wi) g5 — (Woyrs — Wih2) (¢ — 1)P¢2¢2]
(W2 — W) + (Waps —Waha)d(p — 1)P* 2y |
The signs of all the terms in this expression are unambiguuapt for the term in curly brackets.
Denote{-}~1 = Q1. To signQ, first use the first-order condition (8.3) to show that
Y1—y2 and P=¢P¢Yl/’1_l//2,
W1 — Waih2 W2 — Wy
and insert these results to yield
Q = (Way1 —Wa2) | (¢ — 1)(1+ ) - yagpP? .

We know that ¢ — 1)(1+a) > 0, but how large is/1¢P? in comparison? From equation 8.10 we
know that at the start of the transition

L v, )w
vil\e Woyr—wigp )
while D2 = 0. So at the start of the transition,

¢P¢ — a’l//]_ .

R=aY

D;

W2 —Wq
Woih1 — Wit
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and if
Wo — Wy
“D(A+a)/a>ys ———
(#=1)1+a) Vi Woih1 — W2
thenD; is declining at this point whild, is rising. Furthermore, returning to the original ex-
pression forQQ we know that during the transitioR/R declines whileY/R increases, hence the
inequality continues to hold.

8.C.3. Proof of Proposition 3. First we must define an-technology economy precisely.

DermniTion 2. An n-technology economy is an economy with alternativetéps 1, ... n, with
associated parameters\andyj. Of these n inputs, inpdtis the cheapest and input m is cleanest.
And input k+ 1—where ke (1,...m- 1)—is the input such that

W1 — Wk < Witm — Wk
Wit 1k = Wictdi+1  WiermiPk — Widdk+m
for all me (2,...,n—K). Furthermore,(¢ —1)(1+ a)/a > zpjz(wjﬂ —Wj)/(Wjr1j —Wjj.1) for
j=1,...,m-1. Finally, the initial state A(0)L(0) is such that only input is used.

(8.16)

Now to the proof. During a transition frokto k+ 1, equation 8.3 shows that
Wi+ PP 1Y = Wit + a1 PP,
Pty _ 1 W1 — W
& Yk —Yk+1

So during the transitior??~1Y is constant. Now assume that the transitiok $62 startsduring
the transition fronk to k+ 1. Then (analogously to equation 8.3) we have

Wi+ kPP LY = Wikt + @1 PPLY = Wiz + dyn 2 POLY

and hence

But sinceP?~Y is constant during transitions, the transition to ingutsl andk + 2 should have
started simultaneously, which is ruled out since equati@b & never satisfied with equality. So
the transition tdk+ 2 can only start after the transition ka1 is complete, which completes the
proof.






CHAPTER 9

Is unsustainability sustainable?

In this chapter we discuss whether business-as-usual(glapitalism, if you like) is doomed
due to its internal contradictions, or whether the systemazary on muddling through, leaving
accidents and environmental disasters in its wake. We ableno find convincing evidence that
the system is doomed: unsustainability may be sustainHlifee this has profound implications
for those campaigning for (or simply wishing for) a globabeomy which takes greater care of
the natural world.

9.1. Humans (sapiens) are trashing the planet
In this section we argue for the following hypothesis.

Hypothesis 2. We are getting richer and healthier, but trashing the planet

So far we have learnt that improvements in technology givedms increasing power over
the global environment. Over tens of thousands of yearspwgsdund 1700 AD, humans used
this increasing power to extract a greater total quantitfoofl (and create better shelter) from
the environment, and hence increase their population. ghtbe way, humans caused massive
waves of extinction wherever they went, especially in arglsre they had not co-evolved with
the existing flora and fauna. On the other hand, some spe@esh-as wheat—were favoured.

Since 1700 technological progress has accelerated daitatand with it our power over
the global environment. We dig up ever increasing quastitienatural resources, and there is
little or no sign that the supply is about to dwindle. We aksod to emit ever increasing quantities
of pollution, but here we see a clear tendency for pollutiow§l to rise and then fall, due to the in-
troduction of various regulations, typically mandating tise of alternative, cleaner technologies.
We can easily understand the choice to introduce such régnsaas a response to an increasing
willingness to pay for environmental quality, driven inrilsy increasing income. (Richer people
are willing to pay more for a good environment, since the mmrnent and consumption goods
are imperfect substitutes.)

Despite our increasing WTP for environmental quality, watgule to trash the planet. We
emit vast volumes of carbon dioxide. These emissions aeadyrcausing significant changes in
the climate which are certain to continue and strengthewe#lsas acidification of the oceans. We
are causing loss of species on a massive scale; accordirtgptods et al. (2004), 18-35 percent
of species will be committed to extinction by 2050. The pdaitands, even if He and Hubbell
(2011) claim that the Thomas et al. estimate is high-endilpitisswhich may be overestimate by
a factor of around 6.

9.2. Ecosystem services and nature

Assume that we accept hypothesis 2, what should we do alfoiihié answer depends to a
significant extent on the following hypotheses.

Hypothesis 3.
e We rely on services provided by the planet, and by trashiagthnet we are destroying
the planet’s ability to provide these services in the future
e Therefore, if we carry on trashing the planet the loss of ¢hearvices will lead to us
getting poorer and sicker.

Hypothesis 4.
e We are adaptable and ingenious.
e Therefore we can carry on both trashing the planet and ggttioher and healthier,
indefinitely.
Now assume that you care about the planet, and would like lfpredress the balance be-
tween the pursuit of material wealth and care of the plandtaMb do? Consider the following
two strategies.

(1) Find evidence for hypothesis 3, or try to convince otlodiiss veracity.

119
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(2) Persuade others to care too: either more about the ptariess about material wealth!

There are of course other strategies. For instance:

(3) Demonstrate that the system (e.g. ‘global capitalissgoing to crash anyway, irre-
spective of the state of the planet. And argue that sincgdtiag to crash we might as
well slow it down gently and save the planet at the same time.

The first strategy is fine as long as hypothesis 3 holds. But ltadoesn’t? If you've pinned
all your arguments onto it, and it turns out not to be true, ngim trouble. Maybe following the
second strategy would be a better idea? In this chapter bugiest that hypothesis 4 is probably
true, and therefore that strategy 2 is much preferable &tegfies 1 and 3, which are both very
risky.

If hypothesis 2 is true, then strategy 2 is almost certaimbfgrable to strategies 1 and 3,

which are both very risky. Think about this when studyinglttezature. What are the approaches
of the following authors?

e Jackson (2009)
e RockstAfm et al. (2009).
e Meadows et al. (1972).

9.3. Lessons from historical adaptation

The regulated market economy has shown a remarkable aloilagapt and react to crises
when they arise, including environmental crises. When mpjoblems are discovered with a
direct gfect on the welfare of the rich, decisive action is taken. GHI3T, etc. Climate?

On the other hand, we know that environmental crises may dftve far-reaching conse-
guences for nature, and sometimes for human welfare. Anahwieeconsequences avely for
nature, not a lot tends to get done. Consider for instanc®#itic Sea, or bird populations in
Europe.

Finally, there are examples of civilizations that haveajodled, apparently due to environmen-
tal collapse. E.g. Easter Island. What lessons are thee2Heg. Brander and Taylor (1998).

9.4. Financial and other crises

Growth—Dbuilding on technological progress—in the indiadtera has been remarkably re-
silient, and there is no evidence that this is likely to cheang
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We know that financial crises—especially large-scale ongssa many countries—typically
have severe and long-lastinffects. However, such a crisis does not signal the deathglabe
capitalism, the collapse of the system under the weightofradictions. We know why the recent
global financial crisis occurred, and we know why recoveoydiit is so slow. The reason is the
lack of confidence in the future which is widespread amongtgea lack of confidence which is
rational for each individual in the knowledge that everyefse lacks confidence. It is a gigantic
coordination problem, the solution to which is either sonsssive shock (such as WW2 in 1939)
or gradual, inch-by-inch progress.
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9.5. Uncertainty and future crises

So the global economy will very likely be able to keep goindgt&ss up to now, for decades
or even centuries to come. Growing, triggering environrakeptoblems and even catastrophes,
and then solving them. All the while, the space for the noméan or ‘natural’ world is likely to
be circumscribed ever-more by our thirst for consumpti@mstimption of everything from food
to wilderness experiences.

Unsustainability—defined as the trashing of the planet opal capitalism—may be sus-
tainable for centuries to come. (Assuming that we acceptdiscription of what is going on
today.)

To turn this around we need policies driven by politiciansceédd by voters who value so-
called global public goods more highly relative to matecimhsumption, compared to today.

Alternatively, we need a technological breakthrough witdddstically reduces or even elimi-
nates the cost advantage of fossil fuels over clean energgas

An advantage of the second alternative is that it would bandpoard countries which care
little about the planet.

But even this wouldn't ease the pressure on habitats, bothinmhand in water.






CHAPTER 10
A ‘chilling out’ phase?

10.1. Consumerism

Firms want to sell more sffj employ more people, etc. The market economy has its own
dynamic. Or something.

10.2. ‘Green’ consumerism

Green consumerism is a tricky business. The key problenbmured. If you don’t consume
one thing, but your income is unchanged, you will consumeetbing else instead, or invest in
capital which may be just as bad. It is an impossible taskrfdividual consumers to weigh up
the environmentalféects of their actions. We need consumers to elect poliiommo enact laws
which (a) lead to externalffects being internalized in the prices of goods (in bordertiases),
and (b) lead to highly damaging or unnecessary practicegjtisinned (in black-and-white cases).
A recent example of the latter is the ban on incandescertttiglhs in both the US and the EU.

10.3. Conspicuous consumption, labour, and leisure

10.3.1. Background chat, very preliminary. Are we prioritizing consumption of goods too
highly, and preservation of nature too low? But we elect goweents in a democratic process, and
they choose policies which determine these priorities.

But what about the Easterlin paradox, the claim that inénge@verage income in a country
is only weakly correlated with increasing happiness and-b&ihg? Does this not suggest that
the all-out éfort to work harder and produce more is a rat-race with no wihne

This idea links with the ideas of Thorstein Veblen (see fetance Veblen, 1899), who coined
the term ‘conspicuous consumption’ to capture the ideautgatonsume in order to be seen to
consume, and by being seen to consume we raise our status wligiwes us utility. However, in
order to consume we must earn income, and in order to earmimege must work, and in order
to work we must sacrifice leisure, and the sacrifice of leisedeices our utility.

Putting Veblen’s ideas into a modern economic context, ifcwesume to gain status, then
there is a consumption externality: one person’s highdusts her neighbours’ lower status,
driving down their utility. Therefore each individual's aice to work long hours to earn more
money and consume more has a negative exteffedteon that individual's neighbours. And, in
the global village, that might mean everyone else in thealpbpulation.

Consider climate negotiations. Is it possible that a majonbling block in these negotiations
is not the desire of China and India to get richer, but ratherdesire of China and India tatch
up with the OECD countries in terms of wealth and income perte&pAnd, by the same token,
the desire of the richest countries that China and Indialshmat catch up with them in terms of
wealth and income per capita, implying that China and Inidya/rtue of their higher populations)
would wield much more economic power than USA and the EU?

Why do politicians constantly exhort their citizens to atigpwth-friendly policies so that
they do not lose out in the ‘global race’? There is no globakracountries which adopt new
technology less aggressively—and countries whose padposatvork less and take more leisure
time—have lower GDP per capita than other countries, byt tizee neither higher unemploy-
ment nor lower welfare. Why then the political obsessiorhwitowth and productivity? Could it
be that citizens compare their consumption rates acrostetgrand furthermore that politicians
gain utility from observing that ‘their’ economies are largnd more powerful than those of their
neighbours?

If the above is true (or partly true) then it is highly likelgat we worktoo hardand take
too little leisure time for our own good. More precisely, fegyone worked less and took more
leisure time, everyone would be bettef!oAnd this applies irrespective of spirfidoenefits for
the environment and nature. In the next section we build ah@ s simple model to demonstrate
the mechanism.

123



124 10. A 'CHILLING OUT’ PHASE?

10.3.2. A very simple model.Assume a population of identical households indexed by
where the utility of a given household is described by thifeing function:

U =C lril_‘”_"z(ci /).

Herec; is consumption; is leisure, and is average consumption across all households. Further-
more,a; anda; are parameters the sum of which is less than 1. For convendafine

a=qa1+a2.

Productionis a linear function of labour, but consumptmreiduced by an income tax at a flat
rater, and boosted by a lump-sum transfer of public goods whiclyiskto average production
| multiplied by the tax rate. Thus we have

C = |i(l—T)+E'.
Leisurer (for recreation is equal to total timdR minus labour time, i.e.
ri=R-1.

Now take the tax as exogenous and work out how much each haldsg#tooses to work. To
do so, substitute into the utility function to yield

u=[li@-7)+le| R-I) e,
Take the first-order condition ifp and solve to show that
li = eR-(1-a)lt/(1-1).

So when income tax is zelp= R as labour income dominates the utility functian lfigh)
households devote more of their time to labour and less$adei

Now assume a symmetric equilibrium such that average labisuequal to the labour sup-
plied by household, I;. Inserting this into the above result we have

= aR
T 1+(1-a)t/(1-7)

Now the question for a regulator is, what level of taxnaximizes utility for households?
Economic theory tells us that if markets are perfect thenogptémal tax should be zero, hence
li = @R. But if there is a consumption externality—i.eaif > 0—then this no longer holds.

To solve the problem, we insert the expressioriifas a function of into the utility function
—noting that in symmetric equilibrium = c and (as already statelij)= | —to obtain

e aR ]al [R— aR 1-a
1+ (1-a)r/(1-7) 1+(1-a)r/(1-7)

Simplify to obtain

U= Rl—aza,alw—(l—az) (O) _ a,)l—a’

where w=1+1-a)r/(1-7).

Take the first-order condition i@ to solve for the optimad, and then use the definition afto
solve for the optimal tax:

2

T= .
a1+ a2

So, the stronger the weight of ‘conspicuous consumptioutility, the more labour income should

be taxed.

How big is the éfect? Assuming conspicuous consumption has equal weigltiguenption
in utility then labour income should be taxed at 50 percehe @ect of the tax is to reduce labour
supply by a factow. And if leisure has 50 percent weight in utility (implyingatt = 0.5 so in
laissez-faire the individuals would work 8 hours and have@rh of leisure time, assuming that 8
hours are needed for sleep) ther- 1.5, so labour supply is reduced by one third.
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10.3.3. Conclusions on conspicuous consumptioithe above model should not be taken
too seriously: it is based on assumptions which are plucka@ror-less out of thin air rather than
backed by careful argument and empirical evidence. Neekasl, it demonstrates that there may
exist sound economic arguments for governments to disgedatour and encourage leisure even
in the absence of environmental damage from production.édewifinternationalconsumption
externalities are important then it is only rational forinatll governments to impose such policies
if their neighbours do the same. Perhaps this is why Europeanomies have (collectively) been
able to hold down or even reduce working hours over recerdgdis; whereas the US has lurched
dramatically in the opposite directidn.

IFor a reference to give an introduction to the field, see Asonsind Johansson-Stenman (2008). On international
comparison of working hours see Prescott (2004).
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APPENDIX A

Mathematical appendix

A.1. Growth rates

What is meant by a growth rate? What is a constant rate of §fovikhd how is growth best
represented graphically? Assume we are interested in GidBtedY. A constant rate of growth
in Y implies thatYy grows exponentially, such that (for instance) the timelietafor global product
to double is constant. Mathematically we hate Yoedt, whereY, is global product at time zero,
g is the growth rate, antindicates time.

Consider for instance an economy growing by 3 percent per, gaa with initial GDP of
1x10° USD/year. We then havg = yped' wheret is time measured in yearg,= 0.03, andyp
is initial GDP. If we ploty against time we get the familiar exponential form; Figurd.(a).
However, this is a poor way to organize data as it is hard feeye to interpret: given a curve of
increasing slope it is not generally possible to determineye whether it represents a constant,
increasing, or decreasing growth rate. For instance, coartpe curve to Figure A.1(b), which
plots the functiory = yo(1+t%°/5300). This is not exponential growth, but this is far fronviois
from the figure.
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Ficure A.1. Two different growth patterns, illustrated using a linear scalg ((a
and (b)) and a logarithmic scale ((c) and (d)).

In order to see the true growth trend, take the (natural)ridga of the equations. In the case
of exponential growth we have

In(y/yo) = gt. (A1)

So we have a straight line through the origin, the slope ottis g; Figure A.1(c). The second
equation results in the curve shown in Figure A.1(d), wheeecan see that the growth rate is
initially zero, subsequently increases, and then declines

Another advantage to plotting the logarithm of a growingiafale is that the relative sizes
of fluctuations are also shown in proportion. Consider fgtance the data showing USA's GDP
from 1870 to 2008, Figure A.2. Consider the size of the fluiddma in GDP before and after the
great depression and WW?2. Have the fluctuations increasedtiove, decreased, or remained
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the same? From A.2(a) it is very hard to tell; a naive inteidien of the curve would be that
the fluctuations have increased. However, when we plot tharithm (A.2(b)) we see that the
fluctuations in GDP in the second period were smaller thaherfitst, as a proportion of GDP at
the time.
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Ficure A.2. Two different representations of U.S. growth. The logarithmic
scale helps us to see both that the trend growth rate is verstaat, and that
the fluctuations are smaller in the latter period (after WW2)

Finally, note that another way to illustrate growth datdi®tgh plotting the growth raté/Y
against time. Given a constant growth rgtere haveY/Y = g hence this yields a horizontal line
at heightg.

A.2. Continuous and discrete time

Dynamic economic models may be set up either in continuodgsorete time. In continuous
time we can think of time flowing, and also physical goods (sas natural resources or machines)
should flow in the sense that their quantities change gradizher than suddenly jumping from
one level to another. In discrete time we divide time up inrikte periods, and the state of
the system jumps between one period and the next. Modelsnitincus time are often more
mathematically elegant, whereas models in discrete timelmanore practical in some circum-
stances. Empirical (economic) data is typically colledédiscrete intervals, so we measure for
instance total production and natural resource use in aepy#nree months), rather than the flow
of production and resource use at each instant. In some edomeodels the assumption of dis-
crete time is crucial because it is assumed, for instane fiims all invest simultaneously and
periodically.

Mathematically the appearance of models in discrete antinre@us time is typically very
different, but the results are typically essentially the sareddiag as it is practically possible
to model the system using both). Assume a process of exgahgriwth in continuous time.
Following the examples of the previous section we assume

Y/Y=g.



A.3. A CONTINUUM OF FIRMS 131

Now consider measuring at discrete intervals of one year, indexedtbgtarting at = 0 when
we assume that = 1. What isY att=1?

dy
E—QY,

Vi 1
f 1/V)dY = f get,
Yo 0

log(Yt/ Yo) = at,

Yt/ Yo = 9L,
So att = 1 we haveY = €9, att = 2 we haveY = €%, and so on. Furthermore, we can write
Yis1— Vi
17t g
Yi
Yis1
and =1+69
Yy, F

So if we take measurements in discrete time we firgtawth factorl+ €9, or 1+ 6, whereas
in continuous time we have growth rate g Note that wherg is small thend ~ g, whereas
wheng becomes largé becomes significantly greater thgrbecause compound growth during
each period becomes significant. Finally, if we let the mtength approach zero thenalso
approaches zero, aficapproaches.

A.3. A continuum of firms

In macroeconomic modelling it is very common to assunsertinuumof firms (and indeed
households). Why do we do this, and what does it mean?

To understand this, assume instead that we have just one Tihis. is nice and simple in
one sense, because aggregate production and aggregateddEmanputs is the same as the
production and demand of the single firm. However, there ig @ioblem in that this single firm
must then have market power, both on the market for inpugs (ee labour market) and on the
market for the final good. Of course, we know that market padesrs exist in the real economy,
but to start & with a model of only one firm is unsatisfactory: typically wemt to start our
models assuming the simplest possible case, i.e. conveatitirkets, and then introduce market
power later when it is relevant; furthermore, even when mplower is relevant we are unlikely
to have pure monopsony or monopoly (only one buyer or seller)

In order to generate competitive markets in our models we t@add more firms. But how
many? In a competitive market the actions of any one firm haveffiect on prices, firms are
price takers. But this implies that each firm must be infimitedly small, its production must be
negligible compare to the total. Thus we need an infinite remolh very small firms. So firms
are no longer countable, but we can measure their mass; aodia circumstances we may want
to claim that the mass of firms has grown (e.g. doubled), dveagh thenumberof firms is not
a meaningful concept. However, in most circumstances welgimssume that there is it
massof firms, or a continuum of firms measure 1. This has the adgentiaat, in symmetric
equilibrium, production per firm is the same as aggregatdymion from all the firms (and the
same holds for input demand).

To see this mathematically, index firms bgnd assume thét (0,1). Production from firm
i is denotedy;, and total production from all firms 1. All firms produce the same good. Then
total production is simply the integral across all the firms,

1
Y= f yidi.
0

Now, if the equilibrium is symmetric so all firms produce there amount thew; is simply
constant (it does not vary asuns from 0 to 1), and

Y=y,

wherey is production by any onepresentative firm

Note that in more complex models the goods produced by the finay diter, and the math-
ematics is slightly more complicated. These cases are sewdliy detail in the main text when
they arise.
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